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Editorial

We would like to introduce here the first and, at the same time, special issue of our
new international journal. As a convenient opportunity, we take the advantage of
organising the second international workshop SoNet-2010 Social Networks: Com-
puting andMining, September 3–5, 2010, Mendel University Brno, Czech Repub-
lic. This small workshop, aiming at selected branches from the particularly topical
problem area connected with social networks, brings articles on an array of topics
that are related to computing and data/knowledge-mining. The defined workshop
intent included particularly the following areas:

• Algorithms,methods, and technologies for building and analysing social net-
works.

• Automatic analysis of sentiment, subjectivity, and opinions in social networks.
• Knowledge mining and discovery in natural languages used in social net-

works.
• Social networks and Web 2.0/3.0.
• Economic, business, environmental, and medical applications of social net-

works.
• Applications in the area of social activities.

This journal issue contains a collection of articles carefully selected from submitted
research results and intentions. In addition, SoNet-2010 couldwelcome two invited
outstanding scientists: Prof. Michael Thelwall from the Wolverhampton Univer-
sity, United Kingdom, and Dr. Alexander Troussov from the IBM Dublin Center
for Advanced Studies, Ireland. Thus, the workshop participants could listen to up-
to-day and very interesting talks and presentations, which have been included in
this special journal issue.
The SoNet-2010 international workshop was organised by people from the De-
partment of Informatics, Mendel University Brno, Czech Republic and fLexSem
Laboratory, Department of French and Romance Philology, Autonomous Uni-
versity of Barcelona, Spain. The event took place at the Faculty of Business and
Economics, Mendel University Brno. Thanks to the support provided by the Fac-
ulty and University, the Spanish researchers from Barcelona, and by the Konvoj
Publishing Company, the event passed off smoothly. As one of its results, SoNet-
2010 has contributed to broadening the already existing research cooperation as
well as creating new promising scientific collaborations in the specific areas.
Here, we would also like to thank to all SoNet-2010Organising and ProgramCom-
mittee members for their conscientious and time-consuming work. Without their
effort, the workshop could not be so successful.
We hope and believe that the workshop results published in this journal issue will
attract attention of new and more scientists and researchers.
On behalf of all people participating in the SoNet-2010 realisation,

Jan Žižka
Department of Informatics/SoNet Research Center
Faculty of Business and Economics
Mendel University Brno, Czech Republic
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Sentiment Strength Detection for Social Network Site
Comments

Michael Thelwall
School of Computing & IT, University of Wolverhampton, United Kingdom

e-mail: M.Thelwall@wlv.ac.uk

Abstract
This talk describes SentiStrength, a system to detect the strength of pos-

itive and negative sentiment expressed in short informal text, such as in the
public comments exchanged between friends in social network sites. Senti-
Strength uses a list of sentiment-bearing words annotated with polarity and
strength as the core of its algorithm. Scores based on these words are then
enhanced with a variety of features gained from shallow parsing of the text.
Some of these features are generic, such as negating terms and booster words,
whereas others are specific to informal text, such as emoticons and repeated
characters as a device to convey enhanced emotion. Experiments with Senti-
Strength applied to public comments from the popular social network site
MySpace shows that it outperforms a range of machine learning methods for
positive sentiment but not for negative sentiment.
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Analysing the Social Context of Social Network Sites:
The Case of MySpace

Michael Thelwall
School of Computing & IT, University of Wolverhampton, United Kingdom

e-mail: M.Thelwall@wlv.ac.uk

Abstract
The social network site MySpace, once the most popular web site for US

Internet users and still a popular site, is oriented to both music and youth.
From a research perspective, its relatively open naturemakes it easy to conduct
large-scale research on its members. This talk illustrates the potential for social
network research using computing techniques by reporting the results of a
large-scale study of social issues related to MySpace members. The findings
include the impact of gender on communication, the age profile of members
and the types of information revealed by members in their public profiles.

Biographical note
Michael Thelwall, Professor of Information Science, Webometrics and cybermetrics researcher:
Developing quantitative methods for Internet phenomena, including hyperlinks and Web 2.0
social networks. Micheal Thellwal is an author and co-author of more than 150 refereed journal
articles, five book chapters, two encyclopedia articles, and many confeence research papers. He
is also an author of two books: Introduction to webometrics: Quantitative web research for the
social sciences, and Link analysis: An information science approach. For more details, see his web
page (http://www.scit.wlv.ac.uk/~cm1993/mycv.html)

.
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Harnessing the Power of Social Context

Alexander Troussov
IBM Dublin, Ireland

e-mail: atrousso@ie.ibm.com

Abstract
We live in an increasingly interconnected world of socio-technological sys-

tems, in which technological infrastructures composed of many layers are in-
teroperating within a social context that drives their everyday use and devel-
opment. Nowadays, most of the digital content is generated within public
systems like Facebook, Delicious, Twitter, blog and wiki systems. These ap-
plications have transformed the Web from a mere document collection into a
highly interconnected social space where documents are actively exchanged,
filtered, organized, discussed and edited collaboratively. The emergence of
the Social Web opens up unforeseen opportunities for observing social be-
haviour by tracing social interaction on the Web. In these socio-technological
systems ‘everything is deeply intertwingled’ using the term coined by the pi-
oneer of the information technologies Ted Nelson: people are connected to
other people and to ‘non-human agents’ such as documents, datasets, ana-
lytic tools, tags and concepts. These networks become increasingly multidi-
mensional providing rich context for network mining and understanding the
role of particular nodes representing both people and digital content. In this
talk we show how to represent to our formal reasoning and to model social
context as knowledge using network models to aggregate heterogeneous in-
formation. We show how the social context could be efficiently used for well
understood tasks of natural language processing as well as for novel applica-
tions such as social recommender systems which aim to alleviate information
overload for social media users by presenting the most attractive and relevant
content.

Biographical note
Alexander Troussov, Ph.D., is chief scientist at the IBM Dublin Centre for Advanced Studies
and chief scientist of the IBM LanguageWare group. He is a joint author of more than 30 peer-
reviewed research publications and has five patents pending. As the LanguageWare group archi-
tect, Dr. Troussov developed new methods for the optimisation of finite state processing for mor-
phological analysis, worked on computational models for compounding languages, and worked
on other problems of subsententional text processing. As CAS chief scientist, he leads IBM’s par-
ticipation in theNEPOMUKproject.More information is available at the IBMweb site (http://
www.alphaworks.ibm.com/tech/galaxy, https://www-927.ibm.com/ibm/cas/sites/dublin/).
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CB Radio in Road Traffic As Social Network and
Information Technology

Martin Adámek
Department of Information Technologies, Faculty of Informatics and Management, University of

Hradec Králové, Rokitanského 62, 500 03 Hradec Králové, Czech Republic
e-mail: martin.adamek@uhk.cz

Abstract
The aim of this paper is to introduce CB radio, its possibilities when using

it as a source of traffic information, and author’s empirical experience with
long term practical using it. Also to describe a gross draft of plan of research
the aim of which will be to check and evidence if CB radio is better than other
channels for distributing and gaining traffic information.

Results of the future research can be useful for the next development in
traffic information technologies.

Key words
traffic information; social network as information technology; CBĈradio;

CB radio; citizen band; radio; transceivers; road traffic

Biographical note
Martin Adámek is a PhD student who used to work as van driver during his master’s studies.

User of CB radio on Czech and Slovak standard since early 1990’s and user of CB radio on
Polish standard since February 2010. Having two transceivers on the dashboard and three long
antennas (one for receiving of common radio broadcasting) on the roof of his car to have as good
traffic information as possible.

An Introduction – Entering information about CB radio
Various information technologies are being used as source of traffic information for
drivers. Besides the well-known technologies like radio broadcasting with RDS or
GPS navigation systems with RDS-TMC, it is CB radio system of transceivers too.

This paper is based on author’s empirical long-term (ca. 15–17 years) personal
experience with using of CB radio, mainly in road traffic.

CB radio (CB = citizen band, civil band) is standard of transceivers whose
using of which is allowed generally for public. Standards are not the same in all
countries but in each country a channel (frequency) exists which is reserved for
communication between drivers and for sharing traffic information. CB uses radio
band around 27 MHz (wave length around 11 metres).

Drivers ofmany trucks, some vans, few off-road expedition cars, and just rarely
of common passenger cars use CB in the Czech Republic. So, CB radio is abso-
lutely unknown technology for the most of Czech people. Approximately the same
situation as in the Czech Republic is in Slovakia, whereas CB is installed in many
cars, including passenger ones in Poland. So CB radio is wellĈknown there. There
are three reasons for this big difference between the two neighbour countries:
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• Polish police is stricter and has bigger respect from its local citizens than
Czech police.

• Polish people have wilder character, Polish drivers are faster and more risk-
ing.

• Polish AM CB transceivers are ca. 2 to 3 times cheaper than Czech FM ones.

Comparison of Czech and Polish environment is based on author’s knowledge
of Poland, on whole-life living on state border with Poland, on studying Polish
language and culture, on travelling throughPoland, and on this year’s one semester
study stay in Poland.

Truck drivers in many countries, including non-European, use CB radio – but
author of this paper has personal experience with Czech, Slovak and with Polish
CB radio only.

Brief history of using of CB radio in the Czech Republic

The way of using CB radio has changed with the time progress.
It was available since the beginning of 1990’s of 20th century in Czechoslo-

vakia, when GSM phones were not available, price of NMT phone corresponded
to ca. 6 month salaries (charges were high too), and waiting period for a fixed
phone line could be up to 3 years, sometimes even with shared line.

So CB radio was being used as communication technology for families, com-
panies, organisations or friends. Emergency channel used to bemonitored byEMS,
police, or metro police in many Czech towns in this time. It was possible to call
EMS to traffic accident by CB (verified).

Whereas today, at the beginning of the 21st century, it is possible to get func-
tioning cell phone free of charge; charges are quite low, modern transceivers on
new standard PMR (Personal Mobile Radio; band around 446 MHz; lower price,
size, weight, battery consumption, and range) are available for sport, outdoor ac-
tivities and other events. And many internet services exist for unimportant social
cost-free conversation (chatting) between people.

So CB radio is being used already almost by drivers only today. Although it
is quite an old technology, it still has its place on dashboards of trucks, in addition
to the most modern GPS navigation systems equipped with RDS-TMC input and
broadcast radio receivers with RDS.

Reason of persisting popularity of CB between truck drivers is relevance of
traffic information.

Technical principles and law conditions

CB radio is being used without repeaters on traffic channels. It means direct trans-
mitting from transceiver to receiver and limited range. Between two cars, it can be
100 m in direct visibility – with broken antenna during high radio traffic; as well
as it can be 40 km passing a hill – when good antenna and uncertified amplifier
(making power e.g. 100 W instead of allowed 4 W) is used.

Transmission range depends mostly on the position and equipment of trans-
mitting side. So, communication paths (relations) can be directed (oriented) in
network of mass CB communication.
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A network member has connection with two other members who are not con-
nected mutually. Each state of network and paths is very temporary, it is valid for
a definite instant only because summation of speeds of two cars in opposite di-
rection can be ca. 3 km per minute, so conditions are changing quite fast during
conversation when cars are going near or departing.

CB transceivers are half duplex. It means that each TransCeiver can be only
transmitting or only receiving at any moment. Maximally one station can be trans-
mitting on one channel in one geographic location (range of transmitting station).
All other stations on the same channel in the range can be listening. When two
or more stations are transmitting too near on the same channel, signals jam and
some drivers cannot hear anything while some can hear just the stronger (nearer)
station. Group communication (‘conference’, by phones vocabulary) is big advan-
tage of radios and it is a basic precondition for using radios as social network and
information technology. It is not necessary to establish connection between two
or more concrete users. When a channel is empty anyone can start transmitting;
and everyone who is in the range can hear him immediately. ‘Conference’ is ‘es-
tablished’ immediately without any complicated procedure (dialling, ringing or
technical joining), so everyone can add his piece of information or opinion almost
immediately. This is the strength of CB in its role of social network and IT.

Various national standards exist. Some stations can just jam each other and
not to communicate.

Empirical experience with CB in road traffic
Social network

CB radio, either from the point of view as traffic information technology or as
system for group communication is a network of people equipped by transceivers.

Usability of CB radio system depends on people. It is possible to see espe-
cially in the Czech and Slovak Republics, where it is being used almost in trucks
and few vans only, that it does not operate during weekends when truck driving is
prohibited, and on side roads where truck traffic is not present. This can be better
in Poland where many passenger cars are equipped with CB (but some level of
road traffic is still necessary to cause enough volume of radio traffic).

New term ‘social network’ has been used quite often in ICT world during the
few last years. Although this term is much newer than CB radio it is possible to
classify soft system of CB radio and its users as social network (network based and
depending on users, on people).

CB has the same problems as other social networks when being used as in-
formation technology – human element can bring noise (by unrelated disturbing
nonsense communication), false information (bymistake, or misunderstanding) or
quite impolite expressions sometimes, too.

Information technology

While common radio broadcasting distribute information about traffic in thewhole
country or region,
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CB radio has limited range (from hundreds of meters to several kilometres).
So users are not being disturbed by non-interesting ‘information’ and can work
with real useful information, related to area or road where they are.

Each piece of traffic information has to wait for its dedicated time in broadcast
time schedule. So traffic information has big delay in broadcasting. Additionally,
many radio stations exist. Whereas each piece of information is distributed imme-
diately at CB band – when adriver sees a radar, accident or another danger, he tells
it to other drivers, so delay of transfer of information is few seconds only at CB
band, instead of tens of minutes at radio broadcasting.

So CB radio is instant and local in comparison with radio broadcasting and
provides much more relevant information.

Additionally, it is possible to ask other drivers for some specific information,
needed at a given time (traffic situation in front of the driver, navigation to concrete
destination point, petrol station or toll sale, or other local problems).

Each piece of information is turning around in circle in some limited (thus
related) area around the place of occurrence of an event. It is being constantly
repeated and continuously actualised during the whole period of event validity by
new drivers who are coming to that place from all directions.

Because of diversity in the range of transmitting and positions of drivers, a
piece of information is forwarded by some driver on demand of an other driver
who has heard that the first driver is thanking for receiving a piece of information.

Everything aforesaid ensues from long-term personal empirical experience.
Author of this paper has clear opinion about usefulness of CB radio in a car (that
is why he uses it – as well as most of truck drivers) but it is necessary to support the
hypothesis by hard numbers.

A research about this topic already exists. Research was done by asking 1,200
transport companies in California, USA by Regan and Golob (1999). It shows the
same experience – CB radio is the best way of gaining traffic information for drivers,

The strength of social network (not depending on used communication tech-
nology) as source of traffic information is also confirmed by the same paper from
Regan and Golob (1999) – the best source of traffic information for dispatchers are reports from
their drivers on the road.

Gross concept of plan of research

The aim of this research will be to explore, verify and evidence possibilities and
benefits of CB radio as a source of traffic information.

First preliminary research has been already done as part of preparation of this
paper during the last months. It has not involved a large statistical sample. The
main aim of this research was to try punctual logging of traffic information into
the protocol to verify or change the scheme of the form.

Main research

The topic of main research will be to watch float of traffic information on various
information channels (sources) simultaneously with the aim to verify speed, quality
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and geographic relevance of distributing traffic information by this information
channels:

• CB radio (Czech and Slovak traffic channel; Original idea to monitor more
national channels was rejected because of too low foreign radio traffic)

• Public radio broadcasting (one fullĈarea and one regional station; no infor-
mation about radars)

• Commercial radio broadcasting (ca. two fullĈarea stations and ca. three re-
gional stations)

• NDIC website (official National traffic information centre, source for public
radio broadcasting)

• SMS system radary.cz

Monitoring can be being done:

• In interesting places (traffic knots; main roads during some traffic event)
• By monitoring of frequency of repeating of the same information
• In various weekdays, in various time, on roads of various size (importance)

Another researches

• Central information service operated in traffic knot (logging of information
float into a protocol)

• Watching how many drivers pay fine for speeding have CB antenna
• Watching distance-light signals and gesticulation of oncoming drivers
• Counting vehicles equipped and unequipped by CB antenna, with informa-

tion about country and category of the vehicle; verifying how many drivers
with CB antenna use CB

• Everything for various types (sizes) of roads, various weekdays, various time
• Watching traffic information and comparing it with actual state while driving

Research should show and evidence if CB radio is really as useful as it seems
based on empirical experience after ca. 15 years of occasional using it.

Conclusion
CB radio provides much more related information (in aspect of location and time)
than radio broadcasting, because it is instant (few seconds) and local (several kilo-
metres). While radio broadcasting has unacceptable time delay (tens of minutes)
and place irrelevance (hundreds of kilometres). And information integrity (non-
absence of information) is better on CB, too.

But usability of CB radio depends profoundly on type of road and onweekday
+ time because it depends on truck traffic.

It is necessary to verify empirically drawn conclusions by statistically accept-
able way.

Foreign drivers usually respect prohibition of using their radios, so it is not
possible to monitor information float on various national CB traffic channels. But
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it is possible to compare information float on Czech CB traffic channel with other
sources of traffic information.

Acceptable results could serve as inspiration for developers of sophisticated
navigation and traffic information systems. It could also prove that people (users)
are still quite an important part of the world, and that new traffic information sys-
tems could be duplex and could involve users as direct and fast source of informa-
tion.

References
Regan, A.C., Golob, T. F. (July 1999): Freight Operators´Perceptions of Congestion Problems and the Application of

Advanced Technologies: Results from a 1998 Survey of 1200Companies Operating in California [on-line]. [Irvine
(U.S.A.)] : University of California, [cit. 2010-07-19]. Available at: http://128.200.36.2/
its/publications/papers/CLIFS/UCI-ITS-LI-WP-99-7.pdf.

Mika, P. (December 2006): Social Networks and the Semantic Web [on-line]. [Amsterdam, (Netherlands)] :
Vrije Universiteit, [cit. 2009-10-03]. Available at: http://dare.ubvu.vu.nl/bitstream/
1871/13263/5/7915.pdf.
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Opinion Analysis of Publications on Economics
with a Limited Vocabulary of Sentiments

Angels Catena
Department of French and Romance Philology, Faculty of Philosophy and Arts, Autonomous

University of Barcelona, 08193 Bellaterra, Spain
e-mail: angels.catena@uab.cat

Mikhail Alexandrov
Department of French and Romance Philology, Faculty of Philosophy and Arts, Autonomous

University of Barcelona, 08193 Bellaterra, Spain
e-mail: malexandrov@mail.ru

Natalia Ponomareva
Statistical Cybermetrics Research Group, School of Computing and IT, University of

Wolverhampton, Stafford Str, WV1 1SB Wolverhampton, UK
e-mail: nata.ponomareva@wlv.ac.uk

Abstract
Opinion Analysis (OA) is a part of so-called Sentiment/Subjectivity Anal-

ysis, which aims to evaluate the author’s personal characteristics and his/her
attitude to objects and events. The existing well-known OA-systems use large
vocabularies of classified sentiments (thousands of words) to give a positive
or negative answer1. In the paper we consider another case when the senti-
ment vocabulary is very limited (one-two hundreds of words) and the answer
list includes an additional neutral category. We study OA-accuracy of Span-
ish documents related to economic crisis. Decision-making is implemented
on regression model trained on examples. We show the dependency of OA-
quality on a) granularity of sentiments and opinions b) rules used in regres-
sion model. We also compare the results with those obtained in Bo Pang and
Maite Taboada research groups. In case of binary classification of sentiments
and opinions the results prove to be similar.
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Introduction
Paper terminology

In this paper we use the following terminology:
Sentiments are words having a positive or negative sense in Opinion Anal-

ysis (OA). Sentiments are presented in the form of 4 vocabularies: nouns, verbs,
adjectives and adverbs

Sentiment classification is a list of sentiment categories. We use two classi-
fications: a rough two-level classification (positive and negative) and a detailed
classification of 4 levels (very positive, positive, very negative and negative). Indi-
vidual sentiment contribution in the first case is equal to 1 and in the second case
to 1 and 0.5 respectively.

Opinion classification is a list of opinion categories. We use two classifica-
tions: a rough two-level classification (positive and negative) and a detailed classi-
fication of 4 levels (very positive, positive, very negative and negative). When the
neutral category is used, the rough classification includes 3 categories (positive,
negative and neutral) and the detailed classification includes 5 categories (very pos-
itive, positive, neutral, negative and very negative). According to these categories
an expert evaluates each document using scales (-1,1) and (-1,0,1) for the rough
classification, and (-1,-0.5,0.5,1) and (-1,-0.5,0,0.5,1) for the detailed classification.

Models of OA are all combinations of sentiment classifications with opinion
classifications. It is easy to see that we have 4 such combinations: the rough cate-
gories of sentiments and the rough categories of opinions, the detailed categories
of sentiments and the rough categories of opinions, etc.

The regression model for OA is lineal equation, the value of which is trans-
formed into one of the categories from the opinion classifications. Arguments of
the regression are so-called linguistic variables. Such a model is trained on exam-
ples prepared by experts, and then it is used on new texts. By ‘lineal’ we mean: a)
linearity with respect to coefficients; b) linearity with respect to linguistic variables.

Linguistic variables can reflect the contribution of all positive sentiments,
all negative sentiments, or their total contribution (the sum). When we have sep-
arate linguistic variables for positive and negative sentiments we deal with two-
parameter regression.When the linguistic variable is a composition of positive and
negative sentiments (i.e. the sum) we deal with one-parameter regression.

Themodels for decision-making on regression are the set of regression values
and correspondent categories of opinions. One can change these rules and obtain
different results.

Related works and problem settings

The general approach to OA that we follow in this paper is Machine Learning.
Such an approach was proposed and developed by Pang et al. (2002) and Pang
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and Lee (2004, 2008). Pang and Lee (2002) considered the domain of movie re-
views. Their data included positive, negative and neutral reviews, but the authors
concentrated only on positive and negative ones (700 and 700). They experimented
with three standard methods: Naive Bayes classifier, maximum entropy classifier,
and support vector machines with different sets of sentiments (2,600–32,300).

Maite Taboada’s semantic orientation calculator SO-Calc is a well-knownOA-
system (Taboada et al., 2006; Brooke et al., 2009). SO-Calc uses 4 open vocab-
ularies (nouns, adjectives, adverbs and verbs, about 5,000 sentiments in total). All
sentiments are ranged on a 10-point scale. SO-Calc uses a regression model for bi-
nary classification. The authors exprimented with a set of positive and negative
reviews (200+200) covering 8 topics: books, cars, movies, etc.

Our tools are similar to those of Maite Taboada’s group. We use 4 vocabu-
laries, a program for calculation of sentiment contributions to a given document,
and a regression model for decision-making. The difference consists in the size
and granularity of vocabularies, granularity of opinions, and in flexible rules for
decision-making on the regression equation.

The subject under consideration is documents related to the economic crisis:
interviews, surveys, analytical papers, etc. We consider the following problems:

1) Sensibility of results to sentiment classification
2) Sensibility of results to opinion classification
3) Sensibility of results to rules of decision-making on regression

The paper consists of 5 sections. Section 2 describes data under considera-
tion and sentiment vocabularies. Section 3 shows how the regression model is con-
structed and evaluated. Section 4 presents the results of all experiments. Section 5
contains the discussion of results and proposals for future work.

Parameterisation
Documents

The initial material consists of 50 papers in Spanish and Catalan. The papers vary
greatly in length: from one to several pages. All papers were evaluated by two ex-
perts using a 4-point scale. Table 1 contains the titles (in English) and points of
these documents. Table 2 shows the distribution of papers on categories. It is easy
to see that the neutral category is small enough in comparison with polar categories
in the rough opinion classification.

With the rough opinion classification all points 0.5 and -0.5 are transformed
into 1 and -1 respectively.

Table 1: List of documents with their points (part of full list)

No Title Points
1 BBVA thinks that Spanish economy has already passed the point of recession 0.5
2 Spanish economy could enter to a long phase of stagnation according IESE -1
3 The great problem of Spanish economy -0.5
4 French economy grows in 3rd semester 0
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In the paper we consider all possible models of OA. They are described in
Table 3.

Vocabularies

The linguistic resources for OA are presented in the form of 4 vocabularies: nouns,
verbs, adjectives and adverbs. All sentiments were ranged on a 4-point scale. Ta-
ble 4 contains vocabulary descriptions. Table 5 presents the vocabulary of adverbs
without English translation.

With the rough sentiment classification all points 0.5 and -0.5 are transformed
into 1 and -1 respectively.

Parameterised documents

Document parameterisation consists of two steps:

– Evaluation of the sentiment contribution to a given document;
– Formation of the value for a linguistic variable(s).

In order to complete the first step we developed a program on Python. The
input data of this program are the 4 vocabularies described above. The output data
are numbers of positive and negative sentiments and their summary contribution

Table 2: Distribution of papers on categories

No Category Number % with neutral categ. % without neutral categ.
1 Very positive 3 6 7
2 Positive 17 34 39
3 Neutral 7 14
4 Negative 15 30 35
5 Very negative 8 16 19

Table 3: Models of OA considered in the paper

No Sentiment classification Opinion classification
1 rough (2 categories) rough (2 or 3 categories)
2 detailed (4 categories) rough (2 or 3 categories)
3 rough (2 categories) detailed (4 or 5 categories)
4 detailed (4 categories) detailed (4 or 5 categories)

Table 4: Components of vocabularies

No. Vocabulary Size Very positive Positive Very negative Negative
1 Nouns 58 9 16 16 17
2 Verbs 50 8 15 13 14
3 Adjectives 47 9 9 15 14
4 Adverbs 33 8 9 7 9

Total 188 34 49 51 54

I, 2010, 1 / 23



to a given document. The program calculates the contribution simultaneously for
the rough and the detailed sentiment classifications. Obviously, in the case of the
rough classification the number of positive and negative sentiments coincides with
their contribution (in absolute value) because each sentiment has a weight equal
to 1. Table 6 shows a part of the full table prepared by the Python program. The
contributions are located in the last four columns.

In order to complete the second step let us have a look at the distribution of
positive and negative contributions within the framework of the detailed classifica-
tion. Figure 1 shows this distribution. One sees a large spread. Since the regression
value changes in a limited interval [-1,1] such a large spread of contributions can
lead to inconsistent regression.

To exclude this effect we normalise all contributions on the total number of
sentiments. Therefore we have:
PL = Positive contribution / Total number of sentiments
NL = Negative contribution / Total number of sentiments
where PL and NL stand for positive and negative linguistic variables respectively.

Both linguistic variables now are located within the interval [-1,1]. Figure 2
shows their joint distribution.

We calculated the coefficient of correlation between PL and NL. It proved to
be 0.91.With such a correlation we construct one linguistic variable instead of two:
L = PL + NL

The set of linguistic variables is the final result of document parameterisation.

The regression model
Rules for decision-making on regression

Our goal is to construct and to test regression equations for all 8 models of OA
reflected in Table 3. The regression equation is presented in the form:

R = a + bL

Here: R is the value of regression equation, L is the linguistic variable and a and b
are unknown coefficients. Models for decision-making on regression are presented
in Tables 7–10.

Table 5: Vocabulary of adverbs (in Spanish)

Positivo (0.5) Muy positivo (1) Negativo (-0.5) Muy negativo (-1)
delante positivamente debajo negativamente
suavemente estupendamente demasiado duramente
favorablemente brillantemente inevitablemente gravemente
tímidamente excelentemente difícilmente cruelmente
moderamente felizmente insuficientemente alarmante
suficientemente bien tardíamente desgraciadamente
oportunamente gracias (a) seriamente dramáticamente
adecuadamente acertadamente lentamente
convenientemente precipitadamente
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Table 6: The results of Python program (part of full table)

Points Text Number Number Detailed Detailed Rough Rough
of pos. of neg. classif., classif., classif., classif.,
sentim. sentim. Positive Negative Positive Negative

0.5 T1.txt 19 11 9.5 -6.5 19 -11
-1 T2.txt 15 39 7.5 -27.5 15 -39

-0.5 T3.txt 2 6 1 -4 2 -6
-1 T4.txt 8 11 5 -8 8 -11
0.5 T5.txt 11 8 6 -4.5 11 -8
-0.5 T6.txt 22 14 11.5 -8.5 22 -14
-0.5 T7.txt 28 42 16 -32 28 -42

Figure 1:
Distribution before normalisation

Figure 2:
Distribution after normalisation

I, 2010, 1 / 25



Table 7: Rules for decision-making with 2 categories of opinions (the neutral category is
absent)

Regression value Opinion
R < 0 Negative
R ≥ 0 Positive

Table 8: Rules for decision-making with 3 categories of opinions (the neutral category is
present)

Regression value Opinion
R < -0.5 Negative

0.5 ≤ R ≤ 0.5 Neutral
R ≥ 0 Positive

Table 9: Rules for decision-making with 4 categories of opinions (neutral category is absent)

Regression value Opinion
R < -0.75 Very negative

-0.75 ≤ R < 0 Negative
0 ≤ R ≤ 0.75 Positive

R > 0.75 Very positive

Table 10: Rules for decision-making with 5 categories of opinions (the neutral category is
present)

Regression value Opinion
R < -0.75 Very negative

-0.75 ≤ R < -0.25 Negative
-0.25 ≤ R ≤ 0.25 Neutral
0.25 < R ≤ 0.75 Positive

R > 0.75 Very positive
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These intervals in Tables 7–10 should be assigned according to prior informa-
tion about the distribution of opinion categories on axis R, but initially the interval
stated above seems to be the most natural.

Evaluation of model quality

To evaluate the model quality we should select an index or indexes reflecting this
quality. It can be the accuracy for all categories or for each category, the so-called
F-measure for all categories or for each category, etc. A good survey of indexes for
problems of classification is presented by Pinto (2008). In this paper we use the
total accuracy, which is measured by the simplest formula:

accuracy = Nc/Ne

Here:Nc is the number of coincidences between expert opinions andmodel replies,
Ne is the total number of experiments. Ne=50 when we use the neutral category
and Ne=43 when we do not use it. One should say that the accuracy cannot be con-
sidered as the final quality index. It is necessary to take into account a so-called
Baseline. It is the lowest value of accuracy which can be obtained on a given data
set. Usually the Baseline is equal to the probability of the most frequent category.
For this reason we introduce a so-called adjusted accuracy:

adjusted accuracy = accuracy - Baseline.

We can calculate the Baseline for all OA models using Table 3. The results are
presented in Table 11.

To evaluate the accuracy we use the standard procedure of cross-validation. In
this procedure all data are divided into a training and a control set. Then themodel
constructed on the training set is tested on the control one. Such an experiment
is repeated on several partitions and the average error is calculated. In this paper
we use leave-one-out cross validation when the training set contains Ne-1 data and
the control set contains one data. Cross-validation is performed with a well-known
package Weka (Weka, 2009).

Experiments
Evaluation of Opinion Analysis without the neutral category

In this series of experiments we studied the accuracy of decision-making on a set
of 43 documents. Table 12 contains the results of the calculation. These results are
presented in graphic form in Figure 3.

Table 11: Baselines for different OA models
Opinion classification Number of categories Baseline
Rough classification without neutral class 2 0.53
Rough classification with neutral class 3 0.46
Detailed classification without neutral class 4 0.40
Detailed classification with neutral class 5 0.34
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Figure 3:
Graphical illustration for Table 2

It is easy to see that in all cases the accuracy and adjusted accuracy of the rough
opinion classification exceeds these values for the detailed opinion classification.
In the case of the rough opinion classification the granularity of sentiments has no
essential effect.

Evaluation of Opinion Analysis with the neutral category

In this series of experiments we studied the accuracy of decision-making on a set
of all 50 documents. Table 13 contains the results of the calculation, also presented
in graphic form in Figure 4.

The results show that the neutral category essentially decreases both accuracy
and adjusted accuracy in comparison with the cases when the neutral category is
absent. One of the principal reasons for such a situation is the relative small num-
ber of papers belonging to this category.

Evaluation of different rules for decision making on regression

In our previous experiments we used the rules for decision-making on regression
presented inTables 7–10. In this series of experiments we studyOAwith other rules.

Table 12: Values of accuracy and adjusted accuracy (the neutral category is absent)

Models Sentiment classification Opinion classification accuracy Baseline adjusted
of OA accuracy

1 rough (2 categories) rough (2 categories) 0.79 0.53 0.26
2 detailed (4 categories) rough (2 categories) 0.77 0.53 0.24
3 rough (2 categories) detailed (4 categories) 0.56 0.40 0.16
4 detailed (4 categories) detailed (4 categories) 0.60 0.40 0.20

Table 13: Values of accuracy and adjusted accuracy (the neutral category is present)

Models Sentiment classification Opinion classification accuracy Baseline adjusted
of OA accuracy

1 rough (2 categories) rough (3 categories) 0.54 0.46 0.08
2 detailed (4 categories) rough (3 categories) 0.52 0.46 0.06
3 rough (2 categories) detailed (5 categories) 0.30 0.34 -0.04
4 detailed (4 categories) detailed (5 categories) 0.42 0.34 0.08
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Figure 4:
Graphical illustration for Table 13

In the experiments we use all 50 documents, i.e. we consider the neutral category.
Tables 14 and 15 describes the rules with preference to the neutral category.

Table 16 contains the results of the calculations and shows that there is no sense
in preferences to the neutral category. It means that the linguistic variable for the
neutral category is concentrated in a narrow interval near zero. Tables 17 and 18
describe the rules with preference to the polar categories adjacent to the neutral
category. Table 19 contains the results of calculations.

The results show that the rules with preference to the polar categories and the
detailed sentiment classification allow to obtain the best adjusted accuracy when

Table 14: Rules for decision-making with 3 categories of opinion (preference to the neutral
category)

Regression value Opinion
R < -0.75 Negative

-0.75 ≤ R ≤ 0.75 Neutral
R ≥ 0.75 Positive

Table 15: Rules for decision-making with 5 categories of opinion (preference to the neutral
category)

Regression value Opinion
R < -0.75 Very negative

-0.75 ≤ R < -0.5 Negative
-0.5 ≤ R ≤ 0.5 Neutral
0.5 < R ≤ 0.75 Positive

R > 0.75 Very positive

Table 16: Values of accuracy and adjusted accuracy (preference to the neutral category)

Models Sentiment classification Opinion classification accuracy Baseline adjusted
of OA accuracy

1 rough (2 categories) rough (3 categories) 0.32 0.46 -0.14
2 detailed (4 categories) rough (3 categories) 0.34 0.46 -0.08
3 rough (2 categories) detailed (5 categories) 0.28 0.34 -0.06
4 detailed (4 categories) detailed (5 categories) 0.3 0.34 -0.04
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Figure 5:
Graphical illustration for Ta-
ble 19

we deal with the neutral category. It concerns both the rough opinion classification
and the detailed opinion classification.

Conclusion
Discussion

We completed OA of publications related to a given specific domain using very
limited sentiment vocabularies. It was shown that in case of binary opinion clas-
sification regardless of the sentiment granularity the accuracy proved to be close

Table 17: Rules for decision-making with 3 categories of opinions (preference to the polar
categories)

Regression value Opinion
R < -0.25 Negative

-0.25 ≤ R ≤ 0.25 Neutral
R ≥ 0.25 Positive

Table 18: Rules for decision-making with 5 categories of opinions (preference to the polar
categories)

Regression value Opinion
R < -0.85 Very negative

-0.85 ≤ R < -0.15 Negative
-0.15 ≤ R ≤ 0.15 Neutral
0.15 < R ≤ 0.85 Positive

R > 0.85 Very positive

Table 19: Values of accuracy and adjusted accuracy (preference to the polar categories)

Models Sentiment classification Opinion classification accuracy Baseline adjusted
of OA accuracy

1 rough (2 categories) rough (3 categories) 0.58 0.46 0.12
2 detailed (4 categories) rough (3 categories) 0.62 0.46 0.16
3 rough (2 categories) detailed (5 categories) 0.40 0.34 0.06
4 detailed (4 categories) detailed (5 categories) 0.50 0.34 0.16
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to that obtained with large sentiment vocabularies and a very detailed sentiment
classification –∼0.8 (Pang and Lee, 2002; Brooke et al., 2009).

We studied the sensibility of OA to the sentiment classification and to the
opinion classification. We showed that the adjusted rules of decision-making on
regression equation allow to obtain satisfactory results when we deal with the neu-
tral category.

Future work

In the framework of existing model of decision-making we suppose:

• To test the sensibility of OA to size of sentiment vocabularies;
• To consider publications on the same topic (economic crisis) written in Rus-

sian and in English;
• To consider publications on other topics (culture, politics) in Spanish.

We suppose to study OA:

• with mixed categories, such as neutral-positive and neutral-negative;
• with so-called ‘undefined’ category when it is better to say ‘I do not know’

than to give a certain answer.

In the paper we used the simplest lineal regression model with respect to lin-
guistic variable. We intend to construct more complex models using the technique
of Inductive Modelling (Alexandrov et al, 2009).
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Abstract
Social Capital, the outcome for individuals from networks with shared

norms and values, has already been discussed as a driver for innovation and
performance improvement. Social Capital is a resource embedded in social
structures, which can be accessed as well as mobilised in purposeful actions.
The functions of Social Capital are transparency, which reduces transaction
costs by improving information flow, and rationalisation, which reduces un-
certainty and increases flexibility leading to enhanced performance and in-
novation. There exist various theories about social resources and structures
leading to Social Capital, discussing whether network closure or the absence
of ties is the key to success. Nevertheless little is known about the relation
between network centrality and Social Capital. Therefore this paper aims to
contribute to the discussion by analysing in a case study the structural posi-
tion of actors who are rich in Social Capital. Additionally it will be assessed if
those actors who are central in the social network are the ones with the highest
performance. This study was based on a survey of 170 students from a Czech
University who form three different networks. For the detection of Social Cap-
ital a procedure developed and tested in the European Values Study Surveys
was applied and the relational data has been analysed by social network anal-
ysis using UCINET.

Key words social networks; social capital; network structure; performance
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Social Capital and its measurement
Social Capital has become a scientific buzzword and the discussions about its def-
initions, forms and attempts to measurement are widespread. Nevertheless it is
questioned whether Social Capital is actually a form of capital (Halpern, 2005).
What is known for sure is that the importance of this form of capital is imbedded
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in social networks and that its importance increases under imperfect competition.
(Burt, 1992)

While Lin defined it as a ‘resource embedded in a social structure that are
accessed and/or mobilised in purposive actions’, (Lin et al., 2008) Putnam sees
that ‘the central idea of social capital is that networks and associated norms of reci-
procity have value’. (Robert D. Putnam, 1996). Another component in building
this resource is trust, which is defined as an expectation that arises within a com-
munity of regular, honest and cooperative behavior based on commonly shared
norms (Fukuyama, 1995). Tsai divided Social Capital into three dimensions, the
structural, where the contacts of an actor are located, relational, where the assets
such as trust and trustworthiness are rooted, and a cognitive dimension which in-
cludes a shared code and vision (Tsai, 1998). Therefore it can be summarised that
in general Social Capital is a resource which is embedded in social networks based
on trust and specific norms.

How can these resources be attained or even measured? We know that due to
participation in associations individuals are likely to change their values and pref-
erences (Paxton, 2002), and trust and civic-minded behavior emerge by involve-
ment in formal and informal groups and associations (Putnam, 1996). This can be
explained by self-enforcing agreements which are reached in repeated interactions
and lead to trust within the group, but also to civic behavior in general (Knack
and Keefer, 2003).

In the UK this principle was taken in order to grow community involvement
by ‘corporate and employee volunteering’. The benefits are not only leading to-
wards a trusting and networking community, but moreover it exhibits benefits for
every individual as well as the companies (Muthuri et al., 2009). These benefits
are intangible (reputation, knowledge) as well as tangible (financial and material).
Moreover a shared vision helps an organisation to develop Social Capital and com-
bine resources (Tsai, 1998).

Social capital leads to benefits on multiple levels, on an individual, group and
community level (Paxton, 2002), but in general it contains structural and action-
oriented elements (Lin et al., 2008, p. 58) and the returns can be categorised into
returns to instrumental action and returns to expressive action (Lin, 1999). Re-
turns on instrumental actions are economic, political and social return. Economic
return can be the increase of turnover due to a new customer. Political return is,
e.g., the influence on a legislative change and social return can be a contribution
to a better reputation. Return on expressive action enforces and secures one’s re-
sources against possible losses.Moreover these effectsmake a positive contribution
to one’s physical and mental health as well as life satisfaction (Halpern, 2005),
which goes with Cooke’s statement: ‘Human Capital is judged by individual in-
come, while social capital is judged by quality of life.’ (Cooke, 1999). Following
Cooke (1999), the benefits lead back to embeddedness (communication benefits,
integration and synergy) as well as to autonomy (integrity, linkage).

This leads to the assumption that actors with higher Social Capital have the
possibility to perform better than other actors with lower Social Capital as they
can mobilise higher amounts of resources which lead to returns on instrumental or
expressive action.

Attempts atmeasuring this kind of capital, lead fromLin’s Position-Generator,
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where professions in one’s ego-network are queried (Lin et al., 2008, p. 77), to Sni-
jder’s Resource-Generator, where specific services in one’s Ego-Network are asked
for (Van Der Gaag and Snijders, January 2005). Van der Gaag and Snijders argue
this as follows: ‘Here, we concentrate onmeasuring social capital within the ’access’
perspective, and define social capital as the collection of all potentially available
network members’ resources.’ (Van Der Gaag, Snijders January, 2005).

Another approach comes fromBeugelsdijk and Van Schaik who combine gen-
eral and institutional trust, group-membership, volunteering, free-time behavior
and trustworthiness, in order to generate a Social Capital Index, by taking data
from theEuropeanValue Studies (Beugelsdijk, 2005;Beugelsdijk andVanSchaik,
2002, 2005; Beugelsdijk et al., 2004). This fits to the idea that ‘Social Capital is a
communal property involving civic engagement, associational membership, high
trust, reliability and reciprocity in social networks.’ (Cooke, 1999) Moreover, as
Social Capital has been defined as a resource embedded in a social structure (Lin
et al., 2008, p. 58), it measures the investments made into one’s social network
in general. These investments are done over a longer time, as social networks and
trust needs time to be built and tested (Fukuyama, 1995), so that when needed they
are a channel for information and resource flow and therefore an entrance ticket
for future options (Tsai, 1998; Lechner, 2003).

Network Positions and their effects
From numerous studies it is know that there exists a connection between Social
Capital and economic performance (Beugelsdijk, 2005), between Social Capital
and the quality of governance and economic growth (van Bouma, 2005), and be-
tween education and Social Capital as well as between Social Capital and health
(Halpern, 2005).

Also concerning the influence of the structure of a social network and the posi-
tions of actors within it we know that productivity (Granovetter, 2005), resources-
access (Lin et al., 2008, p. 76) , knowledge-transmission (Halpern, 2005) and inno-
vation (Cooke, 1999) are influenced. Burt classifies these benefits into information
and control benefits and ascribes the advantages of actors in a social network to
their position as brokers, next to structural holes (Burt, 1992). Coleman sees the
reason network benefits in the network closure (Coleman, 1988) and Granovetter
ascribes benefits to the type of the actors ties’ (Granovetter, 2005).

Within a network, specific structural positions can be identified which all have
different characteristics and opportunities due to their location in the network.
Central connector, boundary spanner, information broker and peripherical spe-
cialist (Cross, Prusak, 2002), or broker, consultant, gatekeeper, representative and
liaison (Hanneman, 2007), as they can be analysed in the Social Network Analysis
Software UciNet, can be distinguished. Following Cross, central connectors link
most people in a network, boundary spanners link different network parts, infor-
mation brokers are local stars in a network and peripherical specialists are con-
sulted for specialised information (Cross, Prusak, 2002). Due to their structural
position these actors provide certain benefits for themselves, which leads to the
idea that they are able to perform due to their position in some way better. Due to
their structural characteristics it is possible to find them within a social network,
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though we do not know anything about their general characteristics. This leads to
a list of questions which shall be discussed in this paper using data from a case
study.

Actors which are central in a network, central connectors, are, because of num-
ber and type of their contacts, more central within the network and therefore it can
be assumed that they have the possibility to get access to a broader field of infor-
mation. This could provide themwith an advantage leading to better performance,
compared to those actors who are not so centrally positioned. Therefore it will be
asked in the scope of this paper whether there is a connection between centrality
within a network and the performance of the actor having a central position.

Another interesting question is whether those actors having a central position
within a network are also those who are more likely to have higher resources in
Social Capital. It has been discussed above that trust, civic engagement and trust-
worthiness are main components of Social Capital. It can be assumed that an actor
who trusts more is trustworthy and more engaged in society in general and is also
more likely to be social and connecting within a specific network.

Trust and its influence
Trust can be defined on a general network or societal level as ‘Expectation that
arises within a community of regular, honest and cooperative behavior based on
commonly shared norms on the part of other members of that society’, (Fukuyama,
1995) but also at an individual relationship level as an attribute of a relationship,
which is an expectation that alleviates the fear that the other one could behave
opportunistically. Trustworthiness on the other side is an attribute of an individual
(Tsai, 1998).

There exist different kinds of trust, the basic, simple one as in a friendship,
the blind trust to a superior and the authentic trust based on skills and relation-
ship (Dervitsiotis September, 2006). Trust is built over time, through interaction
and evaluation on integrity (ethical attitude), benevolence (goodwill) and com-
petence (ability) (Becerra, Huemer, 2002). The basis of building trust is interper-
sonal communication and proximity in psychological, cultural, social and physical
dimensions (Becerra, Huemer 2002), (Lechner, 2003), (Gössling, 2007, 12:5). As
proximity is a criterion of trust it can be assumed that high trust is going along with
high proximity within a network, or on the opposite a low trust level goes together
with lack of proximity and therefore a low network density.

The effects of trust on the networks in which it arises as well as on the actors
within trusting networks have been studied. Trust is said to enable more efficient
operating processes (Dervitsiotis September, 2006),matters in the effectiveness of
exchange relations, especially in inter-organisational relationships (Becerra, Hue-
mer, 2002).

On a societal level higher trust increases investment and growth (Van Schaik,
2002), and on the relationship level trust is associated with greater open commu-
nication, lower emotional conflict, faster decision-making and greater willingness
to take risks. As trust reduces the complexity, the need for constant surveillance
and the constraint of opportunism, it leads to a decrease of transaction costs for
individuals as well as for companies (Becerra and Huemer, 2002). This is possi-
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ble as trust reduces monitoring costs and enables heuristic-based decision-making
(Uzzi, 2008). Another positive influence of trust is that information exchanges are
more proprietary and tacit, and that it reduces therefore the information asymmetry
between parties. As trustful relations within a network are said to increase informa-
tion flow and lower monitoring cost, it can be assumed that within a network of a
higher trust level, also the performance will be better.

Assumptions andMethodology
In Part 1 to 3, several assumptions, based on scientific literature and studies which
have been done, shall be discussed and enlightened by a small survey which was
conducted at Tomas Bata University between December, 2009 and May 2010:

Assumption 1: Higher Social Capital of an actor is connected to higher perfor-
mance.

Assumption 2: Central position of an actor is connected to higher performance.
Assumption 3: A higher level of Social Capital is connected to higher centrality.
Assumption 4: The level of trust of a network is connected to its overall perfor-

mance.
Assumption 5: A higher level of trust of an actor is connected to higher perfor-

mance.

For analysing these assumptions three groups of students at Tomas Bata Uni-
versity Zlín (CZ) have been asked to fill in a questionnaire. A total of 170 students
filled in the questionnaire, from this number 41 were second-year students who
subscribed to a Desktop-Publishing lecture, 56 first-year students who followed
statistics lecture and 73 were PhD students of the faculty of Management and Eco-
nomics on Tomas Bata University.

The questionnaire contained questions about students’ relationships to their
colleagues, the number of languages they spoke, if they had already been abroad
for more than three months, and questions linked to social capital which were used
in the European Value Studies (Beugelsdijk, Van Schaik). First it was asked: ‘Gen-
erally speaking, would you say that most people can be trusted or that you can’t be
too careful in dealing with people?’ Then the students were asked to evaluate their
level of trust in institutions like a church, parliament, press etc. Then they were
asked if they were a member or volunteer in certain organisations, how they spend
their free-time and finally, in order to evaluate their trustworthiness, they were
asked to estimate whether certain statements like ‘Claiming state benefits which
you are not entitled to’ are always, sometimes, rarely or never justified.

From the relational questions social network analysis of the whole network us-
ing Ucinet has been done. Social network analysis is a social ethnological method
which can be used to measure and visualise the social structure of a group as a
whole and the social embedment of its individuals / actors (Schnegg and Krenn,
2009; Jansen, 2006; Wasserman and Faust, 2008). The focus of a social network
analysis can be a single actor or an aggregate of persons – whole groups, as it has
been done in this study. The components are the social relations between these
actors, which can be based on kinship or friendship. In our case, communication,
going-out, advice-seeking and lending-money relations have been collected.
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Using the aggregated total network, centrality and prestige measures of the
whole network and from individual actors has been calculated. These concepts are
based on the idea that the actor who has many ties within the network is more
central and therefore more visible. Prestige measures show actors who can influ-
ence the network. It is a contribution to social capital, as more prestigious actors
have more access to resources. As there is not a single measure which describes
centrality best, all three major centrality measures, degree-based, closeness-based
and betweeness-based centrality have been calculated in order to correlate them
later with the performance data of the students (Hanneman, 2007).

Degree-based centrality is measured by the outdegree of an actor, which com-
putes all outgoing relations to other actors in the case of an asymmetric and di-
rectional network. For a symmetric and nondirectional network all relations are
computed. Closeness-based centrality measures not only the direct but, moreover,
the indirect relations to other actors (path distances). The closeness of an actor is
measured by the reciprocal of the sum of all path distances of an actor. Betweeness-
based centrality has a different logic as degree-based and closeness-based centrality
as it starts from a dyad and computes the shortest path distance from one to an-
other, called geodesic. The idea behind it is the probability that communication
from actor a to actor b will run over actor c. The ratio of the number of geodesics
between a and b going through c to the total number of shortest paths between
a and b is computed in order to get the betweeness-based centrality (Wasserman
and Faust, 2008; Jansen, 2006). The next step was to run factor analysis, which
can be used to reduce the number of variables, to detect structure in the relation-
ships between variables and to classify them. (StatSoft, 2010). Therefore, as factor
analysis can be applied for data reduction, the five trust, trustworthy and public
involvement questions have been reduced to one variable called ‘Social Capital’
as it has been done by before Beugelsdijk with three variables in order to create
a social capital index using data from the European Value Studies (Beugelsdijk
and Van Schaik, 2005; Van Schaik, 2002). After this step correlations were done
from the new variable ‘social capital’ as well as the original ones, the performance
variable, the number of languages, being abroad and the centrality measures of the
actors.

Moreover the relationships between the average performance, level of Social
Capital and trust, centralisation and density of the whole networks were computed.
Finally the structural position of the better performing actors in average of their
grades as well as Social Capital, have been analysed qualitatively.

Analysis
Statistical Analysis

Correlations

After aggregating the different relations in every network, the centrality measures
degree, closeness, reach and betweeness have been calculated in Ucinet for every
actor from each network. For analysis we used the values number of languages,
being abroad, average degree, trust, institutional trust, involvement, free time and
trustworthiness to correlate themwith the centralitymeasures, calculated inUcinet.
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For correlating other values with the performance measure average grade we had
to exclude the network of PhD students as they do not get any grades and their
performance could have been measured only by the number of their publications.

On a significant level of p-value under 0.05 we found several weak correla-
tions and one moderate correlation. The moderate correlation we found between
involvement and free time with r=0.565.

On aweak level being abroad correlates with the number of languages an actor
speaks. The number of languages someone speaks correlates with the variable in-
Closeness. Another interesting weak negative correlation has been found between
the average grade and being abroad. The negative direction can be explained as
a lower average grade means a better performance than a higher average grades.
The grades are measured on a scale ranging from 1 to 3. Also weak and negatively
correlates the average grade with the centrality measures degree, share and reach.
Surprisingly also negatively weak is the correlation between institutional trust and
inCloseness, but positive with outCloseness. Another negative weak correlation
has been found between the value trustworthiness and outCloseness and outward
Reach. A weak positive correlation again has been found between the values for
free time behaviour and the centrality measure degree. A significant correlation has
neither been found between the five Social Capital Values, nor between trust and
performance.

Also on a meta-level comparing the average of the three networks there was no
correlation found between density, centralisation and clustering and social capital.
One strong correlation from 0.997 at 0.05 p-value has been found between the
average level of trust and social capital, which is logical as Social capital is based
on trust.

Factor Analysis

Before doing Factor Analysis from all five Social Capital values as Van Schaik
(2002) proposed, we ran Factor Analysis from Trust, active and passive Member-
ship as Beugelsdijk and Van Schaik did in 2005 (Beugelsdijk, 2005).

Our factor loadings from these three variables are 0.246 for trust, 0.654 for
passive Membership and 0.827 for active membership. The result of their factor
loadings were 0.49 for trust, 0.75 for passive membership and 0.89 for active group
membership.

Our factor loadings were about 0.2 points smaller which can be explained by
the difference in n, while we were calculating from 170 items, Beugelsdijk and Van
Schaik used the database from the European Value Studies and had supposedly
manymore items. Nevertheless the rank and the differences in factor loadings were
similar.

Even as the correlations of the five social capital values were not significant
we proceeded to the next step to do factor analysis of these values. By calculating
one factor we got a lower p-value as for calculating two factors, which supposes
on the one hand that two different factors would be a more adequate explanation.
On the other hand, some of the factor loadings are higher than 0.4, which is quite
good and, moreover, in total these five variables describe 66.5% of all variance,
while p-value suggests that the null hypothesis is correct. Therefore we decided to
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Table 1: Correlations of the five Social Capital values.

Trust      Instit. Trust       Involvement  FreeTime Trustworth.
Trust  1.00000000  0.14766883 0.15876757  0.11571389  0.02182192
Instit.Trust 0.14766883  1.00000000 0.10386980 -0.04641903  0.05485412
Involvement  0.15876757  0.10386980 1.00000000  0.21750242  0.06182872
FreeTime 0.11571389 -0.04641903 0.21750242  1.00000000  -0.05979438
Trustworth. 0.021821920 05485412 0.06182872  -0.05979438  1.00000000

Source: own

proceed with one factor called Social Capital.

Table 2: Factor Loadings for Factor Analysis the five Social Capital values, calculating one
factor

Loadings: Factor1 Loadings: Factor1 Factor2
Trust 0.351  Trust 0.135   0.288 
Instit. Trust 0.357  Instit. Trust 0.994
Involvement  0.430  Involvement  0.501 
FreeTime 0.407  FreeTime 0.432
Trustworth. 0.252  Trustworth. 0.176   0.140 
The p-value 0.624 The p-value 0.656

Source: own

The two different factors provided by factor analysis derive from different
variables. Factor 1 derives mainly trust Institutional Trust followed by Trust and
Trustworthiness. This factor could be described as an overall Trust Value. The sec-
ond one is mainly based on Involvement (GroupMembership) and Free Time Be-
haviour, complemented by trust and trustworthiness. This factor can be described
as a societal value of an actor.

In order to analyse if Social Capital has an influence on the centrality or per-
formance of an actor, we calculated a Social Capital Value based on the factor
loadings. Contrary to Beugelsdijk and Van Schaik, we did not rescale it, as the pri-
mary use was to calculate the size of actor nodes attributes based on Social Capital
Value, similar as it has been done with performance.

Correlating the new Social Capital Value with the centrality measures gave
a low but on 0.05 p-value significant correlation of 0.225 with InCloseness. Also
Degree and Reach-centrality were on a similar level significant.

No Significant correlation was found between Social Capital Value and the
performance of a student.

Qualitative Analysis

For qualitative analysis the aggregated social networks of the statistic-students and
desktop-publishing students have been displayed by Netdraw. The relational ties
have been kept bidirectional and the graph-theoretical layout of the network was
generated by spring embedding, an algorithm that uses iterative fitting to locate
the points to each other according to their smallest geodesic distance.
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Figure 1: Aggregated Social Network of Statistics (left) and Dtp-Students(right), node-size
according to average-grade

Source: own

In Figure 1 the node size in the students’ networks has been calculated accord-
ing to their average grade. As the average grade is measured on a scale from 1 to 3,
a better student is indicated by a smaller node within the network.

Comparing these two networks it is visible that in both networks we can find
smaller nodes, which indicate that those are good students, in the centre and hav-
ingmany ties to others. This observation is a visible confirmation of the correlation
done prior. In the network of statistic students on the left side we see that the ac-
tor with the number 43 is really small and has three reciprocal ties within this sub
network. In the right part of the statistics network we can find several small (above
average) students who are connected tomany other nodes, such as 19, 156, 205, 262,
64 and many more.

On the right side in the network of desktop publishing students we can find
five really small nodes which are densely connected to others. An interesting ex-
ample is actor 11 and 48, who are both small, highly connected and close to each
other.

In those two networks the node size has been calculated based on the social
capital level of the student. Therefore a bigger node indicates a higher level of
social capital, which has been calculated based on the factor loadings from the
factor analysis. Not as obvious as for performance, but still we can find bigger
nodes in the centre. Several ‘big’ nodes, which are rich in social capital we can find
next to global payers in the role of an insider or hub. Actor 277 of the desktop
publishing network is building the link between the sub network and the main
network and has a considerable bigger larger node size, and therefore higher level
of social capital, than the actors around him. In the network of Statistic-Students
actor 9 is a similar example, he is connecting the main network and the ‘outsiders’
of the network. Also actor 29, who is connecting the outsiders of the network, has
many ties and is bigger than the actors around him. An exception from this is actor
13, who is, while being small, densely connected within the main network.
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Figure 2: Aggregated Social Network of Statistics (left) andDtp-Students(right), Node-size
according to Social Capital

Source: own

In Figure 3 the size of the node has been calculated considering both the levels
of social capital and performances. This does not show much difference; just a
small tendency is visible that bigger ties are more central, this is more the case in
the network of desktop publishing students than in the network of the statistic
students, where we can find a very small node totally in the centre and several big
nodes located at the border of the network. At the network of desktop publishing
students, we have a smaller sub-group at the left side and many bigger ones in the
right part of the network, though still in the centre of the network there are three
small nodes.

Discussion

After statistical and qualitative analysis of the data collected in a small survey, we
can now discuss the findings under consideration of the assumption done before-
hand in the literature review.

The first assumption made was that higher Social Capital of an actor is con-
nected to higher performance. In the student networks we analysed, we could not
find any correlation between Social Capital and performance. It can be taken into
consideration, whether the kind of Social Capital measurement or the measuring
of performance might be the reason, or if these two variables do not affect each
other.

The next assumption was that the central position of an actor is connected to
a higher performance. Analysing the networks of statistic and desktop publishing
students we found a significant correlation indicating that centrality is to some
extent connected to performance.

Also for assumption three, concerning the connection between social capital
and centrality, we found proof in our data. A weak, but significant correlation is
between social capital and centrality, which leads to the conclusion that in fact in
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Figure 3: Aggregated Social Network of Statistics (left) andDtp-Students(right), Node-size
according to Social Capital and average grade

Source: own

the networks analysed central players perform better by means of average grade
and social capital.

Proof of connection between trust and performance was neither found on an
individual, nor on an aggregate level. Therefore assumptions four and five were
rejected by our data.

Interesting findings were the correlations between being abroad and the num-
ber of languages, as well as the number of languages and closeness and the average
grade and being abroad. These correlations suggest the conclusion that learning
languages and spending some time abroad in a foreign country has a positive in-
fluence on the average grade and being in a central position within a network.

The measurement of social capital was another important part of our survey.
From the literature review the methodology proposed by Beugelsdijk and Van
Schaik was integrated into our study. Adopting the questions used in the Euro-
peanValue Studies, where the findings are used to compare countries, for analysing
Social Capital on an individual level, an experiment was done first in the field of
Social Network Analysis and Social Capital Studies. Van Schaik proposed the four
dimensions of Social Capital: Interpersonal trust, Institutional trust, Participation
in civic society (formal and informal) and trustworthiness (VanSchaik, 2002).Nev-
ertheless as the use of these dimensions for generating a Social Capital Index was
not found before in scientific literature, factor analysis from trust, active and pas-
sive membership as Beugelsdijk and Van Schaik did in 2005 (Beugelsdijk, 2005),
was done beforehand, in order to see if the factor loadings are comparable even
in a smaller amount of data. As the factor loadings were comparable, we ran Fac-
tor Analysis from all five dimensions, five values. The problem was that the only
significant but, therefore, moderate correlation was between involvement and free
time with r=0.565. This finding addresses the questions about formal or informal
membership and the question about free time behaviour, are looking into the same
dimension: Participation in civic society.
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Another insight was that trustworthiness does not significantly contribute to
Social Capital, though the question is whether this is really the case, or whether this
effect results from social expectancy and cheating. Nevertheless a weak connection
between the variable called Social Capital, calculated from the factor loadings from
factor analysis, and centrality within the network could have been found.

Conclusion

Disregarding the uniqueness and the novelty of the findings in this survey, this
survey has some limitations due to the size. At the centre of the analysis were three
different networks of students, with a total number of 170 students, which does not
allow any generalisation. Another limitation is the small size of the correlations
found in the data, which is on the one hand clearly disputable, but on the other
hand obvious as the performance of a human being, especially the examination
performance of a student will never depend on one single variable.

It is a matter of further studies to confirm the findings from these three net-
works on a broader scope and evaluate if the connections are comparable to other
student groups, student groups in different countries, or even to other types of
networks.

The connection between Social Capital and centrality within a network, as
well as between centrality of an actor and his performance, should be analysed
in detail in the future, as the social-capital-questions used in this study could po-
tentially be posed in job. The social capital dimensions and the questions used for
collecting them, whichwere adopted for this survey from the EuropeanValue Stud-
ies, have to be tested again and analysed to see if a social capital index generated
from its values is justified and comparable.

In business also the centrality of employees within the intra-organisational
network can become an evaluation criterion, if a significant connection between
centrality and performance could be proved in general. Studying this is always
connected with the problem of defining performance. As we had difficulty in this
survey to define the performance of a PhD student, also in business the perfor-
mance of an employee cannot always be measured by a single variable.

Another consideration for further research is to determinewhether the number
of languages a person speaks or spends some time abroad also influences other
fields.

In summary we can say that in the survey conducted in the scope of this paper
central players do perform better, by means of average grade and Social Capital.
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Abstract
Sentiment Analysis (SA) is an area of NLP related to automatic evaluation

of people’s opinions and their attitudes to various objects and events. Nowa-
days OA has become an important part of Social Network Analysis, and re-
searchers suggest different tools for solution of this problem. The semantic
orientation calculator (SO-CAL) developed in Maite Taboada’s group is one
such effective tool, which uses dictionaries of sentiment words over a detailed
sentiment scale (5 positive and 5 negative levels). In the paper we study the in-
fluence of granularity levels of sentiment words on the accuracy of sentiment
classification in order to verify the possibility of using lesser granularity with-
out a substantial decrease in performance.We exploit one- and two-parameter
linear regression models as a classification method and product reviews of dif-
ferent categories (books, cars, movies, etc.) as a corpus. The results show that
there is no significant difference between one-/ and two-parameter models;
neither is there a need for a fine-grained granularity of sentiment.

Key words opinion analysis; sentiment classification
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Introduction
We always have to deal with subjectivity in our everyday life, have to take into con-
sideration other people’s opinions, and now with the growth of the WWW we get
a quick and easy access to a great quantity of subjective information – opinionated
texts: users’ reviews, forums, blogs, etc. Analysis of this opinionated web content
is becoming increasingly important both for individual and for business aims: for
example, consulting consumer reports when choosing a brand of washingmachine
to buy, or monitoring the company’s efficiency and satisfaction of its customers.
Many online shopping sites, e.g. Amazon and eBay, give customers the possibility
to leave their comments and reviews of the products they purchased. Moreover,
there are even special sites, devoted to user’s opinions: epinions.com and others.
Thus, easy access to subjective data, on the one hand, and their large quantities and
low level of order, on the other hand, determine the rapid development and great
importance of Sentiment Analysis, which nowadays occupies a significant place in
Natural Language Processing.

Related work

Sentiment analysis is a broad area of NLP, which concerns the automatic determi-
nation of text subjectivity (whether a text is objective or subjective), polarity (pos-
itive or negative) and sentiment strength (strongly or weakly positive/negative).
One of the main tasks of sentiment analysis is a binary sentiment classification
which aims to assign to an opinionated document either an overall positive or
an overall negative opinion (sentiment polarity classification or polarity classifica-
tion). There are two different approaches to achieving this aim: a lexical (lexicon-
based) approach (Turney, 2002) and a machine learning approach (Pang et al.,
2002). The machine learning approach uses collections of labelled texts as train-
ing data in order to build automated classifiers. The lexical approach is based on
semantic orientation (SO) lexicons (words with their semantic orientation) (Hatzi-
vassiloglou andMcKeown, 1997), and calculates overall sentiment by aggregating
the values of those words presented in a text or a sentence. Besides polarity classi-
fication of documents, other sentiment classification tasks have been receiving lots
of attention in the research community: sentiment classification of subjective ex-
pressions (Wilson et al., 2005; Kim and Hovy, 2004), subjective sentences (Pang
and Lee, 2004) and topics (Yi et al., 2003; Nasukawa and Yi, 2003; Hiroshi et
al., 2004). These tasks analyse sentiment at a fine-grained level and can be used
to improve the effectiveness of sentiment classification, as shown in the study of
Pang and Lee (2004).

Maite Taboada’s SO-CAL, which the present study is based on, belongs to
the lexical approach. It is an automated system which uses low-level semantic and
syntactic information to calculate the overall polarity of texts. So-CAL uses SO-
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Dictionaries, which are lists of manually-tagged sentiment words. The current ver-
sion consists of four open-class dictionaries (nouns, adjectives, adverbs and verbs)
and one closed class-dictionary of intensifiers. The integer SO value assigned to
each word varies between -5 and 5. The calculation of the sentiment orientation of
a text is accomplished, roughly speaking, by summing the values of all the words
occurring, also taking into account negation, intensification and other language
phenomena. The use of a 10-point scale (excluding zero) of SO seems to be a com-
promise between an attempt to capture clear differences in word meaning on the
one hand, and the difficulty in assigning extremely fine-grained values to out-of-
context words on the other hand. The numerical values were chosen to reflect both
the prior polarity and strength of the word, averaged across likely interpretations
(Brooke et al., 2009).

Problem settings

The present study is founded on the work of Maite Taboada’s research group,
namely on their Semantic Orientation Dictionaries and a corpus of reviews, which
we were kindly provided with by them. Our main objectives are:

• To study the influence of the adopted sentiment granularity scale on the accu-
racy of sentiment classificationwithin the framework of the regressionmodel.

• To compare performances of one- and two-parameter models, where the for-
mer model takes into account a summed contribution of positive and nega-
tive words while the latter model considers positive and negative scores sep-
arately as independent variables.

• To analyse the accuracy of regression models for each of the object categories
of the corpus.

• To construct an integral model (built on all categories) and test its applica-
bility to individual categories.

Models for decision-making
Source data and vocabularies

The corpus that served as material for the present work was developed by Maite
Taboada’s research group (Taboada et al., 2006). It is a collection of 400 texts
obtained from the website Epinions (www.epinions.com). The reviews are divided
into 8 object categories: books, cars, computers, cookware, hotels, movies, music
and phones. Each category contains a set of 50 reviews: 25 positive and 25 negative.
The reviews vary greatly in length: from several phrases to several pages. All the
texts are written in English. General characteristics of the corpus are given in the
table below.

We use fourmanually-ranked SODictionaries (nouns, adjectives, adverbs and
verbs), where the integer SO value assigned to each word varies between 5 and Ĉ5.
The dictionary of intensifiers is left out for the fact that we do not take into account
negation, intensification, modality, etc. in this study. In Table 2 we present the size
of the dictionaries.
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Table 1: Characteristics of the experimental corpus

Characteristics Value
Total number of reviews 400
Number of categories 8
Number of reviews in a category 50
Review’s sentiment value +1 / −1

Table 2: The size of SO-CAL dictionaries
Dictionary No. of Entries
Adjectives 2257
Adverbs 745
Nouns 1142
Verbs 903

Document parameterisation

To examine the influence of SO granularity we introduced 5 different models of
roughening the granularity scale (Table 3). According to these models wemodified
SOvalues in SODictionaries and performedparameterisation of each review of the
experimental corpus. Table 4 presents an example of an output file after applying
our document parameterisation procedure implemented in Python (fragment from
the category BOOKS).

Table 3: Models of sentiment contribution

Model SO-scale Modified SO-scale
Model 1 −5, −4, −3, −2, −1, 1, 2, 3, 4, 5 −5, −4, −3, −2, −1, 1, 2, 3, 4, 5
Model 2 [−5, −4], −3, [−2, −1], [1, 2], 3, [4, 5] −3, −2, −1, 1, 2, 3
Model 3 [−5, −4, −3], [−2, −1], [1, 2], [3, 4, 5] −2, −1, 1, 2
Model 4 [−5, −4], [−3, −2, −1], [1, 2, 3], [4, 5] −2, −1, 1, 2
Model 5 [−5, −4, −3, −2, −1], [1, 2, 3, 4, 5] −1, 1

Regression models

We chose linear regression as the principal method of our analysis for several rea-
sons. First of all, when considering one-parameter regression model with joint con-
tribution of positive and negative words, our method becomes similar to the ap-
proach implemented in SO CAL. Second, this model can easily be adapted to
multi-scaled sentiment classification although in this work only binary classifica-
tion was carried out. Finally, a small amount of training data does not allow the
exploitation of more sophisticated machine learning algorithms.

One of the objectives of this study is to check whether a two-parameter re-
gression model (or Separate model), where contributions of positive and negative
words are considered separately as independent parameters, has any advantage
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Table 4: Fragment of an output of the Python program for SO calculation

file name npw nnw PS 1 NS 1 PS 2 NS 2 PS 3 NS 3 PS 4 NS 4 PS 5 NS 5
No 01 txt 13 9 19 −14 15 −11 15 −11 13 −9 13 −9
No 02 txt 8 8 13 −22 10 −15 10 −13 8 −10 8 −8
No 03 txt 44 23 73 −44 56 −30 55 −28 45 −25 44 −23
No 04 txt 10 6 15 −8 10 −7 10 −7 10 −6 10 −6
No 05 txt 40 18 65 −27 48 −21 47 −21 41 −18 40 −18

… … … … … … … … … … … … …
Legend: npw = number of positive words; nnw = number of negative words;

NS = negative score; PS = positive score

over a one-parameter model (or Joint model), where contributions of sentiment
words are summed up.

Formula (1) presents Joint and Separate models we are going to construct and
compare.

JointModel:Fj = A0 + A1(PosScore+NegScore) (1)

SeparateModel:Fs = A0 + A1PosScore + A2NegScore,

where A0, A1, A2 are unknown coefficients.
We build linear regression models for different levels of sentiment granularity

in order to find out whether finer-grained sentiment scales can significantly im-
prove the results of classification. Besides individual models for each object cat-
egory (categorial models), an integral (or multicategorial) model based on the
whole dataset is constructed. It is used to verify the possibility of applying the
same model to all categories without a substantial decrease in performance.

Prior tomodel testing we apply somemodification to the variables. First of all,
in order to avoid the dependency of sentiment scores on text length we normalise
them on the total number of sentiment-words in a review. In order to be able to
compare models of different levels of granularity, we adjust their variables to the
same scale, namely, (-1, 1), by introducing a scale factor. The resultant forms of
variables for different models are presented in Table 5 (Np stands for the number
of positive sentiment-words in the text, and Nn – that of negative words). Senti-
ment scores before and after application of normalisation and scaling are shown in
Figures 1 and 2.

Table 5: Normalisation and scaling of coefficients for model testing

Model Joint Sentiment Score Separate Sentiment Scores
1 (PS 1 + NS 1) / (Np+Nn) / 5 PS 1 / (Np+Nn) / 5 NS 1 / (Np+Nn) / 5
2 (PS 2 + NS 2) / (Np+Nn) / 3 PS 2 / (Np+Nn) / 3 NS 2 / (Np+Nn) / 3
3 (PS 3 + NS 3) / (Np+Nn) / 2 PS 3 / (Np+Nn) / 2 NS 3 / (Np+Nn) / 2
4 (PS 4 + NS 4) / (Np+Nn) / 2 PS 4 / (Np+Nn) / 2 NS 4 / (Np+Nn) / 2
5 (PS 5 + NS 5) / (Np+Nn) PS 5 / (Np+Nn) NS 5 / (Np+Nn)

Legend: PS = positive score; NS = negative score
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All constructed regression models are checked for their statistical significance
by a global test (F-test) and tests on individual variables (t-test).

Figure 1:
Distribution of scores before
normalisation

Figure 2:
Distribution of scores after
normalisation

Model accuracy andmodel comparison

In as far as the scale of sentiment of reviews under consideration is binary: +/−1,
the coefficients of determination R2 and the values of standard errors are not rep-
resentative for the evaluation and comparison of regression models. Therefore we
apply a cross-validation technique to estimate model accuracies (accuracy in our
case means the probability of correct classification of a review as negative or pos-
itive). Taking into account the fact that the experimental data are not very large
and the level of noise is high, the leave-one-out cross-validation method is used.

In order to compare model accuracies the z-test is used (it is justified because
the number of observations in all experiments exceeds 30).We apply this statistical
method to check the null-hypothesis that there is no statistically significant differ-
ence in the accuracies of models under consideration. Z is calculated according to
the following formula (2):
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Z =
pI − pII√
S2

I + S2
I I

S =

√
pq

n
(2)

where p is the probability of correct classification of a review (i.e. accuracy); q – the
probability of incorrect classification; n – number of observations; S – standard
deviation; numbers I and II are the 2 models that are compared.

For a confidence level equal to 0.95 (α = 0.05) the null-hypothesis is confirmed
if Z < 1.96.

Experiments
Testing one-parameter and two-parameter models

First, we aim to find out whether the Separate model outperforms the Joint model
(1). In order to compare them we construct integral models over all the categories
(Table 7) and the ‘best’ category models (Table 6), i.e. CARS (during the experi-
ments it was noticed that the category CARS gives consistently better results than
the rest of the categories).

Table 6: Accuracies of one-/ and two-parameter models built on CARS

Model 1 Model 2 Model 3 Model 4 Model 5
1 variable 0.8 0.76 0.78 0.78 0.8
2 variables 0.8 0.68 0.72 0.8 0.78

Table 7: One-/ and two-parameter multicategorial models

Model 1 Model 2 Model 3 Model 4 Model 5
1 var
M: 4.71*score−0.69 4.18*score−0.73 3.08*score−0.72 3.55*score−0.73 1.88*score−0.68
A: 0,780 0,774 0,760 0,746 0,714

2 var
M: 5.52*pos+3.73*neg −1.03 5.08*pos+3.08*neg −1.16 2.36*pos+3.9*neg−0.23 6.71*neg+1.15 3.76*pos−2.56
A: 0,783 0,774 0,746 0,703 0,706

Legend: M = Model; A = Accuracy

It is interesting to draw attention to the fact that when building regressions for
two-parameter Model 5 the equation always transforms into a one-parameter one.
This is due to the fact that for this model the overall sentiment contribution is equal
to the number of sentiment-words. There is a functional dependency between the
parameters pos and neg (neg = pos − 1), which makes regression impossible.

To compare the models we firstly apply the z-test (formula (2); n=400) to mul-
ticategorial models (Table 7), namely models 1, 2 and 3 as the other two have been
transformed into single-parameter. The result is that for every pair Z<1.96; the
null-hypothesis is confirmed, therefore, there is no statistically significant differ-
ence between the models. We then carry out the same test (formula (2); n=50) for
the category CARS (Table 6) with the same result.
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We conclude that in as far as there is no statistically significant difference, a
one-parameter model is preferable.

Testing model granularity

Comparison of regressionmodels for different granularity levels of sentimentwords
is accomplished using the one-parameter model as it proved to be preferable in the
previous section. The constructed models and their accuracies for all individual
categories are presented in Table 8 (A stands for model accuracy). We should note
that regression could not be built on the category BOOKS due to a high level of
inconsistency of sentiment-words contributions.

Table 8: One-parameter categorial models of different granularity scale

M: books cars computers cookware hotels movies music phones
1 — 8.37*X−1.07 5.77*X−0.85 4.4*X−0.71 5.54*X−1.1 4.48*X−0.49 4.54*X−0.58 3.79*X−0.61

A=0.8 A=0.8 A=0.74 A=0.8 A=0.76 A=0.72 A=0.7
2 — 6.55*X−1.02 5.06*X−0.87 4.18*X−0.78 5.08*X−1.16 4.03*X−0.54 3.9*X−0.6 3.31*X−0.62

A=0.76 A=0.82 A=0.74 A=0.82 A=0.74 A=0.72 A=0.7
3 — 4.61*X−0.99 3.85*X−0.88 3.44*X−0.85 3.95*X−1.18 2.98*X−0.53 2.7*X−0.56 2.25*X−0.6

A=0.78 A=0.76 A=0.76 A=0.78 A=0.76 A=0.7 A=0.7
4 — 5.58*X−1.1 4.13*X−0.89 3.64*X−0.79 4.46*X−1.1 3.49*X−0.55 3.27*X−0.58 2.69*X−0.59

A=0.78 A=0.72 A=0.7 A=0.78 A=0.74 A=0.7 A=0.68
5 — 2.91*X−1.04 2.29*X−0.86 2.27*X−0.83 2.48*X−1.08 1.97*X−0.53 1.51*X−0.47 1.19*X−0.49

A=0.8 A=0.7 A=0.74 A=0.74 A=0.72 A=0.62 A=0.6

Legend: M = Model

The models are compared using the z-test (formula (2)) where n = 50 for cat-
egorial models and n=400 for the integral model. The comparison is carried out
in pairs: Model 1 is compared to all others. In Table 9 we present the results of
the comparison of Model 1 to the one with the lowest accuracy within a category.
Table 10 shows the comparison of multicategorial Model 1 to other multicategorial
models. In as far as the maximum value of z-statistics for all categories (except for
multicategorial Model 5) is less than Z-criterial, we infer that there is no significant
difference between any compared models. Figure 3 presents a comparison of ac-
curacy of models of different granularity within one-parameter regression for the
best and the worst category.

Despite the fact that a change of the granularity scale does not give a statisti-
cally significant difference in the performance, it cannot escape our attention that
the accuracy monotonically decreases with the roughening of the granularity scale
(when an integral model is considered). Therefore, we do not exclude the possi-
bility that a greater amount of data will reveal the higher impact of fine-grained
sentiment scales.

Table 9: Max z-statistics for each category

cars computers cookware hotels movies music phones
Z-statistics 0.48 1.16 0.45 0.71 0.46 1.07 1.05

Z-criterial (5%) 1.96 1.96 1.96 1.96 1.96 1.96 1.96
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Table 10: Z-statistics for multicategorial model

Model 2 Model 3 Model 4 Model 5
Z-statistics 0.204 0.672 1.132 2.153

Z-criterial (5%) 1.960 1.960 1.960 1.960

Figure 3: Comparison in accuracy of five one-parameter models for CARS and PHONES

Testing the multicategorial model

For the purpose of studying the possibility of domain transfer and application of
regression models to a corpus of unknown subject we apply one-parameter mul-
ticategorial models (Table 7) to each object category comparing the accuracy to
that of corresponding categorial models. In Table 11 there are accuracies of local
categorial models and of applied multicategorial models. Figures 4 and 5 show the
comparison of accuracy for multicategorial and local models of type 1 and 5 for all
categories.

To examine the proximity of the multicategorial model to categorial ones con-
fidence intervals for accuracy in each category are calculated:

P = p ± Zασ (3)

where P is a range of possible accuracy values; Zα/2 - quartile measure (α=5%,
Z=1.96); σ – mean square value of accuracy. The results for Model 1 are presented
in Table 12. The accuracy of every multicategorial model lies within the confidence
interval of accuracy of categorial models; the multicategorial model is therefore
representative for every object category.
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Table 11: Accuracy of multicategorial models for each category

Model 1 Model 2 Model 3 Model 4 Model 5
books all 0.56 0.60 0.56 0.56 0.56
books local – – – – –
cars all 0.86 0.80 0.80 0.82 0.80
cars local 0.80 0.76 0.78 0.78 0.80
comp all 0.84 0.82 0.80 0.74 0.70
comp local 0.80 0.82 0.78 0.72 0.70
cook all 0.78 0.76 0.78 0.78 0.76
cook local 0.74 0.74 0.76 0.70 0.74
hotels all 0.78 0.78 0.76 0.78 0.72
hotels local 0.80 0.82 0.78 0.78 0.74
movies all 0.78 0.80 0.82 0.76 0.76
movies local 0.76 0.74 0.76 0.74 0.72
music all 0.68 0.72 0.68 0.68 0.64
music local 0.72 0.72 0.70 0.70 0.62
phones all 0.74 0.72 0.70 0.68 0.68
phones local 0.70 0.70 0.70 0.68 0.60

Table 12: Confidence intervals for model accuracy (Model 1)

P Multicat. Accuracy
cars 0.80±0.162 0.86
comp 0.80±0.167 0.84
cook 0.74±0.174 0.78
hotels 0.80±0.162 0.78
movies 0.76±0.172 0.78
music 0.72±0.184 0.68
phones 0.70±0.187 0.74

Conclusions

Discussion

In this study we have compared different regression models in the framework of
binary sentiment classification (positive/negative). Applying the z-test to the re-
sults of leave-one-out cross-validationwe firstly compared one-/ and two-parameter
models, both local andmulticategorial. The null-hypothesis was confirmed, which
implies that there is no statistically significant difference between the given types
of models. We therefore infer that in as far as there is no difference there is no
reason to use a more complex model, namely the two-parameter one.

Comparison of five models of different granularity levels has shown the same
result: there is no statistically significant difference between different types of cat-
egorial model (cf. Table 9). As for multicategorial models – the difference only
appears at the level of model 5. The summary comparison of accuracy for the best
and the worst category, Figure 3, showed that a model with a rougher granularity
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Figure 4: Comparison of multicategorial and local models (for model 1)

scale can be used with no loss in performance.
The construction of the multicategorial model on the whole corpus produces

a level of accuracy which correlates to the results obtained by Maite Taboada’s
research group (0,78 in our case vs. 0,83 – Brook, 2009). Note, that in contrast to
Maite we did not take negation and intensification into account.

Applying a multicategorial model to local categorial ones (Table 14, Figures 4
and 5) showed that the multicategorial model is representative for every object
category and can be successfully applied even to ‘bad’ categories.

To sum up, we conclude that our results are not inferior to Maite Taboada’s:
simpler models can be used for the purpose of sentiment classification with no loss
in performance as reducing the sentiment scale would in turn reduce the subjective
influence of the raters (note that SO Dictionaries used in SO-CAL are manually
rated sentiment-words and the finer the scale, the more difficult it is to assign cor-
rectly the value of the intensity of the emotion).

Future work

Possible developments of the present work might include construction of mod-
els for a more detailed scale of sentiment, that is, when reviews are classified not
only within the binary polarity of positive vs. negative, but using a triple classifica-
tion: positive, negative, neutral. The models for triple classification can be further
analysed for the possibility of constructing models of 5 levels of sentiment classifi-
cation: very positive, positive, neutral, negative, very negative.

The other option is testing the usage of Bayes classifiers for obtaining sen-
timent assessments and comparing the results with those when using regression
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Figure 5: Comparison of multicategorial and local models (for model 5)

models.
In this study we tested our regression models on a corpus containing reviews

obtained from the Internet, these reviews being written by ordinary users on prod-
uct categories such as books, hotels, computers, etc. It would be useful to apply re-
gression andBayesmodels to specialised subject areas instead (economics, physics,
etc), for example, with the aim of facilitating critical reviews of articles on a given
area of knowledge.
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Introduction
State-of-the-art

Wikipedia ‘is a multilingual, web-based, free-content encyclopaedia project
based on an openly-editable model’ (http://en.wikipedia.org/wiki/
Wikipedia:About). Wikipedia is written collaboratively by largely anony-
mous Internet volunteers who write without being paid. Wikipedia content is
intended to be factual, notable, verifiable with cited external sources, and neutrally
presented. The basic principles of Wikipedia’s Arbitration system and committee
(known colloquially as ‘Arbcom’) were developed mostly by Florence Devouard,
Fred Bauder and other key early Wikipedians in 2003. The principles can be
found in Wikipedia itself (http://en.wikipedia.org/wiki/Wikipedia:About).
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Over the years, interest in the Wikipedia phenomenon has been growing.
Probably it reached its peak in 2008. At present there is a huge number of works
that deal with Wikipedia, and conferences devoted to the Wiki-like resources are
held in different cities. There are investigations into the accuracy of Wikipedia,
collaborative work of the authors of Wikipedia articles, vandalism in Wikipedia,
content of the different language sections of Wikipedia (Giles, 2005; Shapovalov
and Malutina, 2009; Belani, 2009; Biuk-Aghai and Lei, 2010), etc.

The homogeneity of Wikipedia style is one the principal requirements for
Wikipedia texts. This concerns the homogeneity both of texts that belong to dif-
ferent domains and different languages. Readability is the easiest stylistic charac-
teristic of text to compute, which is why it became the subject of our research.

Readability is defined as the level of complexity of text comprehension, which
is determined by certain computable linguistic and stylistic features, such as av-
erage lengths of sentences and words, average frequency of rare words and av-
erage number of prepositions in phrases, etc. Various indexes are used to eval-
uate the readability/complexity of a text: the Dale-Chall Readability Formula,
Flesch readability index, Farr-Jenkins-Patterson Formula, Fry Readability For-
mula, Fog Index, Lorge formula, and SMOG Grading (Dale and Chall, 1948;
Flesch, 1948; Farr, Jenkins and Patterson, 1951; Fry, 1977; Gunning, 1952; Lorge,
1939; McLaughlin, 1969).

Investigations showed that readability depends on genre (novels, newspapers,
scientific papers, etc) and this problem has been considered in publications related
to the mentioned indexes. The readability of textbooks for schoolchildren and stu-
dents are the most referenced topic in index descriptions and their applications
(http://en.wikipedia.org/wiki/Flesch-Kincaid_readability_test).

The most popular readability index among western researchers is the Flesch
index. It uses average sentence length measured in words and average word
length measured in syllables: the bigger this index, the higher the ease of read-
ing. There are programs designed for calculation of this index, for example
Word Counter for Macintosh OS X or INFLESZ for Windows 9x. y NT/XP
(http://www.legibilidad.com/home/acercade.html). Some Internet applica-
tions contain functions that permit calculation the Flesch index. For example, the
Flesch index for different languages can be calculated on the web-page (http://
www.standards-schmandards.com/exhibits/rix/). There is a program for calcu-
lation of the Flesch index for Russian and English text (Oborneva, 2005) but this
program is not a free-share one.

The Mikk index is known among Russian researchers (Tuldava, 1975; Mak-
agonov 1998). Mikk’s formula includes the same variables as Flesch’s formula,
namely the average sentence length and the average word length in a text. How-
ever, this index reflects the complexity and not the readability of a text. In other
words the higher the index is the more difficult a given text is to read. The bib-
liography lacks references to software that counts the Mikk index. We used the
program TextComplexity developed in the department of French philology of the
AUB. This program was used also by one of the authors when she was working on
her Master’s thesis (Ogurtsova, 2010).

It is worth mentioning that we did not find publications where the problem
of stylistic homogeneity of Wikipedia texts had been considered. The proximity
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of the Wikipedia style to scientific style has not been evaluated as well.

Problem settings

There are two problems to be considered in this article.

1. We want to check whether the administrators of Wikipedia adhere to equal
readability requirements for texts in different languages and domains. We
have chosen two domains – physics and linguistics, which contrast as natural
and humanitarian disciplines. That is why a comparison of texts from these
domains would reflect the situation in other domains less contrasted in their
content. As concerns the languages, we have chosen English and Spanish,
which do not belong to the same language group (as Romance, Slavic or
Finno-Ugric languages). The Flesch and Mikk indexes are used to compare
texts. The problem consists in the calculation of themean value of the indexes
for groups of texts and testing a hypothesis about the statistical significance
or non-significance of the differences.

2. We want to know to which sub-style of the scientific style (properly scientific,
popular or didactic) texts from Wikipedia belong. English texts on linguis-
tics representing the three mentioned sub-styles were selected in order to be
compared with texts fromWikipedia. In this case we use theMikk index only
for the comparison. As well as in the previous case we need to find the mean
of the index for each group of texts and then to test the statistical significance
or non-significance of the differences.

The paper contains 4 sections. The next section describes the method of in-
vestigation. This method consists of testing the hypothesis about non-significant
differences in the readability indexes mentioned above. Section 3 presents the re-
sults of experiments. The discussion is included in section 4.

Decision making
Modified Flesch andMikk indexes

Main formulae

The following Flesch formula is accepted for the English language (Flesch, 1948):

IF = 206.84–84.6S − −1, 015M

where S is the average length of a word in syllables and M is the average length of
a sentence in words.

The following Flesch formula is accepted for the Spanish language (http://
www.legibilidad.com/home/acercade.html):

IF = 206.84–62.3S–M.

Table 1 demonstrates the correspondence between the Flesch index and level
of readability

This is the Mikk formula:
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IM = SLn(M)

where S is the average length of a word in syllables and M is the average length of
a sentence in words.

The equation of regression for word length in characters and syllables

Revealing syllables in words is a procedure that needs to take into account the
linguistic properties of a given language. Unfortunately we did not find in the
literature any universal free-share software that could do it. In this situation it is
reasonable to consider the possibility to substitute syllables with characters. But
such a substitution needs justification.

For this we selected pieces of text from several English documents (newspa-
per) and took the 100 most frequent words. Then we calculated the number of
characters and syllables in each word and constructed a regression

y = 2.86x (1)

where y is the quantity of characters and x is the quantity of syllables in a word.
The coefficient of correlation between the mentioned values is equal to 97,4%.

The same experiment was done with words from the Spanish language. The
following dependence was revealed:

y = 2.35x. (2)

Here the coefficient of correlation is equal to 98,8%.
All the computations were completed with the MegaStat package.

Modification of the Flesch and Mikk formulae

The dependences (1) and (2) obtained were utilised to substitute the number of
syllables with the number of characters in the Flesch formulae. Thereby, after sub-
stitution the following Flesch formulae were obtained.

For the English language:

[IF = 206.84 − −84.6/2.86N − −1.015M.

Here, N is the average length of a word in characters and M is the average length
of a sentence in words.

For the Spanish language:

Table 1: Flesch values and level of readability

Flesch index Readability
70-80 very easy (novels)
60-65 normative (newspapers)
50-55 intellectual level (business editions, literary magazines)

30 and lower scientific level (professional and scientific literature).
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IF = 206.84–62.3/2.35N–M.

The Mikk formula was modified formally; we only substituted the number of
syllables with the number of characters without any transformation. This substitu-
tion is reasonable because it changes all the values of tests in the same proportion.
So this formal modification has no an impact on the testing hypothesis. Therefore
we have the following Mikk formula:

IM = SLn(M)

where N is the average length of a word in characters and M is the average length
of a sentence in words.

One should note that such a substitution of syllables with characters is justi-
fied when we measure the average length of words in a whole text. It does not fit
for cases when we have to analyse concrete words.

Comparison of indexes

In all our experiments we compare readability of two document sets using Flesch
and/or Mikk indexes. If a given index (Flesch or Mikk) has close values for each
set then one can say that these sets have close styles from the point of view of
readability. The comparison of indexes is performed statistically in the framework
of testing the hypothesis about non-significance in differences of index means.

For testing the hypothesis we use the standard technique of p-value (Cramer,
1999). It consists of two steps:

1. One calculates the means (m1,m2) and deviations of the means (s1,s2) of a
given index for two data sets and then forms the so-called t-statistics

ts = |m2 − m1|/
√

(s1
2 + s2

2)

2. One calculates the probability of the extreme case that random t-statistics
reaches this value. p = P (t > ts)

The lower the p-value, the less likely the result is if the hypothesis is true. Let
we fix a level of significance α (10%, 5%, 1%). This level defines the probabil-
ity of error when we reject the true hypothesis. The technique of hypothesis
testing consists in the following rule:

Hypothesis is accepted if p > α

Hypothesis is rejected if p ≤ α

When we reject the hypothesis we can make an error with the probability α
(type 1 error)

There are standard functions in all popular packages related to experimen-
tal data processing, which calculate p-value for given t-statistics or for two given
data sets. For example such functions are included in the list of standard Excel-
functions.
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Figure 1:
Languages and domains used
in the experiments

Note: If the number of data in each document set is more than 30 then one
should use functions for working with the normal distribution. If the number of
data is equal to or less than 30 then one should use functions for work with the
Student distribution. In the latter case it is necessary to take into account the so-
called degree of freedom for the Student distribution. In our case this value is equal
to k = 2n − 2, where n is the number of documents in each document set.

Experiments
Analysis of the homogeneity ofWikipedia by language and domain

Plan of the experiments

In the first series of experiments we compared different texts from Wikipedia. In
order to check the homogeneity of Wikipedia by language we need to take texts
from the same domain written in two different languages. In order to check the
homogeneity of Wikipedia by domain we need to take texts from two different
domains in the same language. In such a way we can essentially reduce the number
of experiments and simplify the interpretation of results.

We consider:

• contrasting domains, i.e. linguistics and physics;
• languages from different groups, i.e. English and Spanish.

The plan of the experiments in the co-ordinates language-domain is repre-
sented in Figure 1.

The Flesch and Mikk indexes for English and Spanish texts

According to the plan presented in Figure 1 we examined 20 texts on linguistics
from the English and Spanish versions of Wikipedia. The average text length was
approximately 1,300 words both for English and Spanish documents. The means
and variations of the Flesch and Mikk indexes were calculated for each set. Table
2 contains the results of the calculations.

Our goal is to test the null-hypothesis about non-significance of differences
in the means for each index. We use here the standard procedure described in
section 2.2. The source data is given in Table 2. The degree of freedom is equal to
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Table 2: Means and deviations for Flesch and Mikk indexes
Value Flesch English Flesch Spanish Mikk English Mikk Spanish
Mean 23.62 39.24 16.72 17.34
Deviation 7.59 7.71 1.20 1.29

Table 3: Verification of the null-hypothesis about the non-significance of differences

p-value p-critical Result Flesch index
0.0002 1% The difference is significant Mikk index
0.28 1% The difference is non-significant

k = 2n − 2 = 18, importance level αy = 0.01. Table 3 contains the p-value for each
test and the result.

Therefore the Flesch index shows the significant difference for texts in English
and Spanish, while the Mikk index does not detect this difference. This fact can
be explained by the influence of natural differences in the two languages (English
words are shorter and English sentences are longer then Spanish ones) which is
not considered by the Mikk index.

The Flesch and Mikk indexes for texts on linguistics and physics

According to the plan presented in Figure 1 we examined 20 English texts on lin-
guistics and physics. The average text length was equal to approximately 1,300
words for documents on linguistics and 1,200 words for documents on physics.
The means and variations of the Flesch and Mikk indexes were calculated for each
set. Table 4 contains the results of the calculations.

Table 4: Means and deviations for Flesch and Mikk indexes

Value Flesch Linguistics Flesch Physics Mikk Linguistics Mikk Physics
Mean 23.62 33.41 16.72 15.68
Deviation 7.59 6.36 1.20 0.75

To test the null-hypothesis we complete the same procedure described in the
previous item. Table 5 contains the p-value for each test and the result.

Both Flesch and Mikk indexes revealed an absence of significant differences
between the texts on physics and linguistics.

The graphical illustration of the results obtained relative to the average values
is presented in figures 2 and 3.

Scientific style ofWikipedia

Functional styles

Functional style is a variety of the literary language performing a specified function
in communication (Solganik, 1997). In this paper we examine the scientific style
and its sub-styles: the properly scientific, popular and didactic.
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Table 5: Verification of the null-hypothesis about the non-significance of differences

p-value p-critical Result Flesch index
0.01 1% The difference is non-significant Mikk index
0.03 1% The difference is non-significant

Figure 2: Flesch indexes for the texts

Figure 3: Mikk indexes for the texts

Scientific style is characterised by the logical sequence of phrases and it is
characterised by accuracy, brevity and absence of ambiguity. The research paper is
forwarded to a reader specialising in a concrete scientific branch and possessing
knowledge at about the same level as the author of article, the sender.

The specificity is inherent also in the popular sub-style. The receiver of such
articles is a person interested in this or that science. Within the limits of this sub-
style some deviations fromnorms are supposed – the use of words in their figurative
sense is possible.

Documents with a didactic sub-style are addressed to future specialists, stu-
dents and schoolchildren. Its purpose is to teach and to describe the facts that are
necessary for the acquisition of material.
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Mikk indexes for texts on linguistics

We consider the degree of correspondence of Wikipedia documents to the above
mentioned sub-styles of the scientific style from the point of view of text complex-
ity. Text complexity is evaluated here with the Mikk index.

Certainly, scientific style and its sub-styles are not restricted only by text com-
plexity. The full characteristic of the style requires testing other formally-statistical
and informally-linguistic indicators. For example, harmony of texts and richness
of text vocabulary refer to the first one, while specific idioms refer to the second.
However, in the present work we limit our consideration to text complexity only.

In our experiments we used documents on linguistics in English. We selected
10 texts from Wikipedia, 10 scientific articles, 10 popular articles and 10 manuals.
Therefore we had 40 texts in total. The sources of the scientific articles are various
theses on linguistics and research described in articles for scientific journals. The
popular texts were taken from electronic newspapers or journals for a wide range
of readers and from encyclopaedia articles. The didactic materials are more varied.
We were working with fragments from textbooks on linguistics for high school
students and for students of the first years of university (both from faculties of
languages and from technical faculties).

The means and deviations of the Mikk index were calculated for each group
of texts. The results are presented in Table 6.

Table 6: Values of the Mikk index for texts on linguistics

Category Mean Variation
Wikipedia 16.72 1.2
Scientific articles 17.04 1.1
Popular articles 15.88 1.35
Didactic materials 12.67 2.44

The means of the Mikk index are presented on the Figure 4.
We tested the significance of differences inMikk index between theWikipedia

articles and the other three groups of texts. We verified the null-hypothesis about
the non-significance of differences of the means. The verification of the hypothesis
was done as described in part ‘Comparison of indexes’. The results are presented
in Table 7.

Table 7: Verification of the zero-hypothesis about the non-significance of differences

p-value p-critical Result
Scientific articles 0.54 1% The difference is non-significant
Popular articles 0.16 1% The difference is non-significant
Didactic materials 0.0004 1% The difference is significant

Therefore the level of complexity of Wikipedia texts differs significantly from
the level of complexity of didactic texts. It is close to the level of complexity of
scientific and popular texts.
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Figure 4: Values of the Mikk index for different text categories

Conclusion
Discussion

• We revealed the dependences between average number of characters and syl-
lables in English and Spanish words. This relation has a high correlation
(97%–99%). Based on this relation we could modify the Flesch formula and
justify the possibility of using the Mikk formula with a formal substitution.

• A significant difference in the Flesh index for English and Spanish texts was
shown, although the Mikk index did not detect such a difference. In the
experiments, documents on linguistics were used.

• It was shown that there were no significant differences in Flesh and Mikk
indexes for linguistics and physics. In the experiments, English documents
were used.

• The level of text complexity for Wikipedia articles is close to the text com-
plexity of scientific and popular documents and differs only from manuals.
In the experiments, documents on linguistics were used.

Our conclusions were based on very limited document sets. So, the obtained
results can be considered only as preliminary ones, which should be tested once
more on a larger corpus of documents.

Future work

In the future, we consider:

• repeating the completed experiments on large data sets containing dozens
and even hundreds of documents;
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• enlarging the number of languages, in particular, to consider texts in the
Russian and German languages;

• enlarging the number of domains, in particular, to consider economics and
history;

• considering other formally-statistical indicators of style, such as the degree
of lexical richness of text.
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Abstract
TheUS federal courts have completed a decade-long project of networking

coast to coast. Data mining was conducted through the online public access
system to examine the validity and integrity of records and of the system as
a whole. Many records were not verified at all. Moreover, records were uni-
versally missing their authentication counterparts, required by law to render
them valid and effectual. The authentication counterparts—previously pub-
lic records—were now excluded from public access. Records, which are to-
day posted online in the public access system, included both valid and in-
valid, void records. However, the public was unable to discern the difference.
The system as a whole was deemed invalid. Case management systems of the
courts must be subjected to certified, functional logic verification. Mandated
system transparency should permit ongoing data mining, and the comput-
ing/informatics community should lead the way in monitoring the integrity
of the courts in the digital era.
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relational databases; functional logic verification; Case Management Sys-

tems; United States Courts; human rights; Los Angeles; California; United
States; justice system; law; fraud; corruption; judges

Biographical note
Professor Zernik served on the faculty of the University of Connecticut, University of Southern
California, and University of California, Los Angeles.

In 2010 he founded Human Rights Alert (NGO), dedicated to discovering, archiving, and
disseminating evidence of human rights violations by the justice systems of the State of California
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unique role of computerized case management systems in the precipitous deterioration of the
integrity of the justice system.

Paper v Digital Administration of the Courtsi

The transition of the US courts to digital administration was executed over a com-
paratively short time through a large-scale project managed by the Administrative
Office of the US Courts, an arm of the US judicial branch. Dual systems were es-
tablished: PACER—for public access to court records, andCM/ECF—for caseman-
agement/electronic court filing. The systems are effectively a series of relational
databases.ii With it—a sea change was affected in court procedures. In contrast,

I, 2010, 1 / 69



procedures for the paper administration of the English-speaking courts evolved
over centuries, and formed the foundation of due process and fair hearings rights.
Disambiguation of court procedures and court records was the cornerstone of such
rights. Therefore the current report employed data mining to examine the newly
established digital administration of the US courts for the following fundamen-
tals of due process: a) valid, published rules of court, b) public access to judicial
records—to inspect and to copy, and c) verification 1 and authentication of judi-
cial records, including notice and service of judicial papers. Finally—validity of the
systems as a whole as assessed.

Valid Published Rules of Court
Procedures of the US courts under paper administration evolved from the English
legal system, andwere established in theUSCode ofCivil/ Criminal Proceduresiii, iv
and published Local Rules of Court, which the courts were authorized to adopt,
v subject to prior publication of such rules for public comment and challenge.
The transition to digital administration of the US courts inevitably entailed a sea
change in court procedures, which had to be established by law or by the publica-
tion of new local rules of courts. The current report documents the failure of the
US courts to publish their new rules pertaining to the new digital procedures.

Public Access to Judicial Records—to Inspect and to Copy

The right to public access to judicial records—to inspect and to copy – was well
established in both US and common law.vi Judicial paper records, which were
maintained by the Clerk of the Court, included individual Court Files together
with Books of Courts, including, but not limited to the Court Dockets—logs of all
valid proceedings and all valid records pertaining to the respective court files by
the clerk. The transition to digital administration of the courts entailed substantial
changes, not by necessity, of the well-established set of judicial records. Moreover,
through differential individual authorities, it becamemuch easier to conceal digital
judicial records. The current report documents the universal denial of public ac-
cess to critical judicial records, that is the authentication counterparts of individual
court records in all courts that were examined.

Verification and Authentication of Judicial Records

Verification by a judge, and authentication by a clerk, of court orders and judg-
ments were a prerequisite for entry of court records as honest, valid, and effectual
court papers in court files and dockets. These requirements were founded in theUS
Constitution, in early Acts of US Congress, and in the US Code of Civil/ Crimi-
nal Procedures.vii, viii. Notice and service of judicial records—court minutes, orders,
and judgments were an integral part of the authentication proceduresmandated on
the clerks for all court minutes, orders, and judgments. The clerks would mail out
to all parties in a case certified, authenticated copies of all judicial records, jointly
satisfying both the authentication per se and the notice and service requirements.
In the transition to digital administration of the courts, new procedures were de-
vised for the digital verification by judges, for the purported certification of entry

70 / Int. J. on Social MediaMMM:Monitoring, Measurement, andMining



Figure 1:
Historic, paper-based Books
of Court—Criminal Dockets;
City of SantaMonica, Califor-
nia

of the records, and for the construction of dockets by the clerks. Additionally, ser-
vice and notice were made possible through electronic mail. The current report
documents deficient or invalid authentication of court records, effectively elimi-
nating any valid certification by the clerk, and universal denial of public access to
the authentication records.

Proposed Solutions

The current report documents the compromised integrity of the US courts, un-
dermined through the installation of invalid, unverified digital administration sys-
tems. Solutions are readily available tha which could make digital administration
of the courts honest and secure and far superior to paper administration of the
courts. The relational databases,ix which form the foundation of digital adminis-
tration of the US courts, must be subjected to certified, functional logic verifica-
tion. Transparency should be required, to allow ongoing data mining by the public
at large—for monitoring integrity of the courts. The computing/informatics com-
munity should assume a leading role in the safeguarding of human rights and the
democratic nature of society in the digital era.

Objective

The current report investigated through data mining the online public records
of the US courts and evaluated the safeguards for the fundamentals of due pro-
cess and fair hearings in the transition from paper to digital administration of the
courts. Moreover, the report examined the potential role of data mining of online
public records of the courts as an essential civic duty—public monitoring of the
integrity of the courts.

I, 2010, 1 / 71



Figure 2:
CM/ECF—the Case Manage-
ment/Electronic Case Filing
system of the United States
courts

The Systems
PACER,x the online system for Public Access to Court Electronic Records of the
US Courts, permits public access on payment to records of the US district courts
and some US courts of appeals, including the indices, dockets, calendars, and
records of the various cases. CM/ECFxi, the online system for Case Management/
Electronic Court Filing of the US Courts, permits the courts themselves and at-
torneys, who are authorized by a given US court in a given case, to file records.
Pro se litigants—those representing themselves in court, includingmost prisonersxii
and others, who petition the US courts for protection of Human, Constitutional,
and Civil Rights, are routinely denied access to CM/ECF, and are required to
file records on paper. They are likewise permitted access to court records through
PACER alone. CM/ECF also provides notice and service of records, only to those
authorized, via email.

NEFs (Notices of Electronic Filing)xiii—at the US district courts, and NDAs
(Notices of Docket Activity)—at the US courts of appeals, were established by the
US courts as the counterparts for the purported digital authentication of court
records.xiv Parties, who are unauthorized in CM/ECF are routinely excluded from
notice and service of the NEFs and NDAs.

Methods—DataMining and Record Examination
Datamining, which formed the basis for the current report, was conducted through
public access to PACER, as permitted by law, in over 20 US district courts, US
bankruptcy courts, and US courts of appeals.xv Some of the individual cases that
were examined as part of the study were identified through methods which were
developed for rapid screening of cases in the various courts to identify cases that
were deemed at high risk of perversion and were therefore selected for further ex-
amination. Other cases were identified through direct alerts by individuals who
were parties to the cases. Most of the cases involved litigations where individuals
who were plaintiffs filed complaints for protection of civil rights, or complaints
alleging wrongdoing by large financial institutions. Court records were examined
in the individual cases to determine whether court minutes, orders, and judgments
were verified and authenticated in a valid manner.xvi Since public access was found
to be universally denied to the authentication counterparts, in some of the cases
repeat attempts were made over months, as described below, to gain access to the
authentication records, through written requests as well as repeat personal appear-
ances at the offices of the clerks of some of the courts. In particular instances where
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credible evidence was found that records provided through PACERwere false and
misleading, lacking verification and/or authentication, but displayed as “entered”,
written requests were filed with the clerks and presiding judges of the US district
courts to investigate such records and initiate corrective actions.

Additionally, local rules of courts, general orders, and CM/ECF user’s manu-
als were downloaded through routine web browsing of the web pages of the various
courts. Court rules, general orders, and user’smanuals were examined to determine
whether the courts published clear and unambiguous rules establishing the courts’
new digital procedures. When no clear and unambiguous published rules were
found, requests were forwarded in some cases to the clerks and the chief judges to
disclose the new rules of the courts.

Results
DataMining

All data mining in the current report was manually performed. However, although
not detailed in this report, methods were devised to scan large numbers of cases in
any given US court, which could be automated. Although significant differences
were found in implementation of PACER and CM/ECF in the various courts, the
basic platforms were identical in all courts that were examined. The basic findings
were likewise similar in all courts. Specific examples are provided below.

Published rules of court

Review of the local rules of court of the various US courts and US courts of
appeals,xvii, xviii universally revealed no direct reference to PACER, CM/ECF, or
new digital procedures pertaining to verification and authentication of, notice and
service of, and public access to, court records. In some cases reference, albeit vague
and ambiguous, was found in general orders of the courts. However, in the vast
majority of the courts, which were examined, no reference was made anywhere in
local rules of court, in general orders, or even in user’s manuals, to the critical new
procedures now established by the courts for purported authentication of records
through a “Document Stamp” (an encrypted checksum string) as the equivalent
of the former signature by the clerk of the court.

For example, upon inquiry, the office of the clerk, US District Court, Central
District of California, claimed that the new rules were established inGeneralOrder
08-02.xix, xx In pertinent parts,xxi General Order 08-02 prohibited external hyper-
links in any court records, declared that acceptance of electronic filing constituted
entry of a record in the case docket, established theNEF as the certification by clerk
of court records, and the electronic “document stamp” as validating the authentic-
ity and notice of the record. The order established that pro se litigants would be
required to continue filing records on paper, and electronic filing of records, which
were filed by pro se litigants on paper, would be executed by the clerk. However,
the NEF itself was never defined in the General Order 08-02. Moreover, it should
also be noted that General Order 08-02, in contrast to other general orders of the
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US District Court, Central District of California, was published with no verifica-
tion by a judge at all, and with no name of its author either. No significant infor-
mation pertaining to electronic filing practices were found in the Local Rules of
Court or General Orders of the US Court of Appeals, 9th Circuit.xxii

Additional critical information regarding the NEF and procedures of the US
District Court, Central District of California was detailed in the Unofficial An-
dersonManual.xxiii The CM/ECFUser’s Manual of the US Court of Appeals, 9th
Circuit,xxiv likewise included detailed description of the NDAs—Notices of Docket
Activity—as the purported authentication records of the Court.

Public Access to Judicial Records—to Inspect and to Copy

Public access to the purported authentication records—NEFs and NADs—was uni-
versally denied in PACER. Additional efforts were made to access the NEFs and
NDAs in some of the courts, through repeated direct requests to the clerks of the
courts. The courts routinely denied such access, with no reason at all. Limited ac-
cess was eventually gained in two of the courts – the US District Court for the
Central District of California, and the US Court of Appeals, 9th Circuit.xxv

It should further be noted that key records were removed from public access
in the dockets of the various US district courts and US courts of appeals, with
no reason at all. For example, in the Fine v Sheriff Appeal (09-56073) at the US
Court of Appeals, 9th Circuit, records Dkt #28, 32, 36, 56, were removed from
public access. These records were mostly related to response to the appeal by the
Appellees. Such selective denial of public access to court records was of particular
concern, since the Appellant in the case objected to some of the same response
papers, claiming that they included as evidence records that were not admissible.
PACER, as a public access system, if validated, should never permit such selective
removal of records from the dockets, unless by authorized personnel, pursuant to
sealing orders, docketed in the respective cases.

It should also be noted that the dockets of the US Court of Appeals, 9th Cir-
cuit, as a rule failed to explicitly state within the public dockets the date of entry
of judgments of the US district courts from which the appeals were purported to
originate. The dates of entry of judgments are critical data regarding the validity of
the appeals as a whole, since the jurisdiction in appeals is limited by law to entered
judgments, if notice of appeal is filed within the time frames permitted by law.

Table 1: Summary of information pertaining to electronic filing for the US District Court,
Central District of California and the US Court of Appeals, 9th Circuit

Court Rules of Court General Orders User’s Manuals
Central District of
California

None General Order 08-02 Detailed description of electronic fil-
ing practices in an “unofficial” man-
ual

Court of Appeals,
9th Circuit

None None Detailed description of electronic fil-
ing practices.
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Verification, Authentication, and Notice of Judicial Records

The dockets of the US courts and courts of appeals were found to include records
that were either not verified by a judge, or not adequately authenticated by a
clerk. For example, two critical records—the Judgment and the Mandate, in the
docket of Richard Fine v Sheriff of Los Angeles County (2:09-cv-01914) at the
US District Court, Central District of California, were deficient. One was an un-
verified record, failing to include any signature by a judge, and both were unau-
thenticated records—missing the electronic “Document Stamp” in the respective
NEFs:xxvi Similarly – orders of the US District Court, Vermont, in Huminski v
Rutland Police Department (1:99-cv-160) were served with NEFs bearing no “Doc-
ument Stamp” at all.xxvii Therefore such records could not possibly be deemed by
the courts themselves as honest, valid, and effectual judicial records.xxviii Regard-
less, these records were listed in the dockets of the respective US district courts
as “entered”. However, pro se litigants and the public at large, who must rely on
PACER access alone, would not be able to discern the difference between records
where valid NEFs were issued, and ones where invalid NEFs were issued by the
courts.xxix

Moreover, nowhere in court dockets of any of the courts was there any state-
ment of certification invoking the authority of the clerk of the court, and in various
cases it was found that unauthorized personnel executed transactions in the dock-
ets. For example—some 15 key recordsxxx in the docket of Richard Fine v Sheriff of
Los Angeles County (2:09-cv-01914) were found to have been ‘entered’ by a court
employee who was not authorized as a Deputy Clerk. Moreover, the Clerk of the
latter court refused to certify the docket of the latter case, or to state that the dock-
ets in the latter case and other similar cases were dockets constructed pursuant to
authority of the clerk in compliance with US law.xxxi Similar requests, which were
forwarded to the Chief Judge of the respective court—to investigate the matter and
initiate corrective actions, were never answered at all. The PACER dockets of the
US courts of appeals, likewise, never named the individuals who constructed the
dockets and their respective authority. Moreover, no records were stated as ‘en-
tered’ in the dockets of the US Court of Appeals, 9th Circuit.

Numerous Orders of the US courts of appeals in various cases were served
and posted in the dockets with no verification by any judge at all. Moreover, such
orders of theUS courts of appeals were served with noNDAs at all.xxxii, xxxiii There-
fore, the dockets, orders, and judgments of the US courts of appeals were deemed
inherently ambiguousxxxiv, xxxv.

Discussion

The findings described in this study must raise serious concerns regarding sub-
stantial ambiguity introduced into the conduct of the US courts and US courts
of appeals through the transition to digital administration of the courts. Such am-
biguity, in and of itself, should be deemed as antithetical to due process and fair
hearings, and undermining the integrity of the courts. The effects of the changes in
the administration of the US courts documented in the current report on the pro-
tection of human rights and enforcement of the law cannot be overstated. Gains in
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integrity of the justice system, which were achieved through generations of strug-
gle, have been lost over the past decade through the introduction of PACER and
CM/ECF.

Published Local Rules of Court

The results showed that neither the US district courts, nor the US courts of ap-
peals, published local rules of court to spell out their new procedures, which were
adopted by these courts as part of implementation of PACER and CM/ECF. For
example the Clerk of the Court, US District Court, Central District of Califor-
nia, claimed that the new procedures were established in General Order 08-02.
However, general orders are not the legitimate vehicle for establishing new rules of
court. Moreover, General Order 08-02, upon review by a reasonable person would
be found vague and ambiguous in defining the new practices of digital administra-
tion of the courts. Furthermore – General Order 08-02 was published by the Court
as an unsigned order with no name of its author and his/her authority. The Un-
official Anderson Manual of the same court provides additional details regarding
the new procedures of the Court. However a third party “unofficial” publication
could never be deemed a legitimate vehicle for Local Rules of Court in compliance
with the law.

The US Rulemaking Enabling Act was signed into law in 1934, authorizing
the US Supreme Court and to lesser degree other US courts to promulgate the
Federal Rules of Civil/Criminal Procedure. The Rulemaking Enabling Act never
mandated the courts to publish new rules. However, failure to publish rules per-
taining to fundamental court procedures must be seen as contradictory to due pro-
cess and fair hearings. Rulemaking by the US courts has a long history as a bone
of contention. The Federal Rules of Evidence promulgated by the US Supreme
Court in 1972 raised substantial objections, which eventually led the US Congress
to enact substantial modifications of the rules. Therefore, it appears that when it
came to establishment of PACER and CM/ECF where major changes were intro-
duced in court procedures, the courts took the approach of never publishing any
rules at all.

Any computer program by definition is an assembly of assertions, or rules.
Therefore, the case management systems of the courts inherently embedded in
them numerous rules. Regardless of the fact that such rules were written in com-
puter language of some kind, the courts were required to publish them as rules
of court in natural language as well. The US courts deliberately kept such rules
hidden from the public and from attorneys appearing before the courts.

Public Access to Judicial Records

Effectively, the setup created by the US courts through PACER and CM/ECF
segregated litigants into two separate and unequal groups.xxxvi Those assigned to
PACER access alone were denied access to critical judicial records—the NEFs and
NDAs. Therefore, such litigants and the public at large were unable under cur-
rent conditions to distinguish between authenticated and unauthenticated judicial
records—those which were deemed by the courts themselves as valid and effectual,
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versus those which were deemed by the courts themselves as void, not voidable.
Needless to say, such a setup at a minimum limited PACER users to a vague and
ambiguous perspective on judicial records. The evidence (an example is provided
from the Middle District of Florida) showed that even competent experienced at-
torneys failed to understand the new unpublished rules, and showed the inherent
inability of such attorneys to distinguish the validity, or lack thereof in particular
court records.xxxvii

The failure to define the NEFs in Local Rules of Court in the California
Central District and other US courts, combined with their vague and ambiguous
description in General Order 08-02, their universal exclusion of the NEF from
PACER, and the routine denial of access to NEFs by clerks, were unlikely to be
viewed by a reasonable person as merely coincidental. In parallel, the US courts
and courts of appeals were shown in the current report to routinely engage in post-
ing in PACER dockets, and in the case of the US district courts, also listing as
“entered”, papers which were either unverified or never authenticated and there-
fore could never be deemed by the courts themselves as valid and effectual judicial
records. Through such concerted actions, each and all of them in contravention
of the law, the public at large, and pro se litigants in particular, were misled into
assuming that various records which were deemed void by the courts, were in fact
the law of the land.

Judicial Records—Verification and Authentication

The current report documents vague and ambiguous conditions regarding the na-
ture of valid and effectual verification by judges and authentication by clerks of
judicial records. Regardless, the finding clearly documents the issuance of records
that were never verified and/or authenticated, but were presented as such in the
PACER records.

The refusal of the Clerk and Chief Judge of the US District Court, Central
District of California, to investigate allegations of misconduct at the Court rela-
tive to the issuance of invalid, void, unauthenticated judicial records, and their
posting in PACER dockets as “entered”, or to initiate corrective actions, provided
further evidence that the conduct of the courts in this regard did not result from
inadvertent errors.

A further review of the NEF and NDAxxxviii forms raised grave concerns. In
particular courts, e.g. US District Court, South Carolina, a feature was imple-
mented which made the link between the NEF and the respective record expire
after 15 days. There could not possibly be an explanation for such a feature that
would be consistent with valid authentication practices of court records.xxxix

Comparison of standard authentication counterparts, e.g.—Certification of
Acknowledgement by notary public,xl and an older, paper-based Certificate of
Mailing and Notice of Entry by Clerk,xli to the NEF and NDA, revealed addi-
tional inherent defects with respect to four basic features: a) title, b) certification
statement, c) relationship to the certified record, and d) signature/authority.

The two former forms included in their titles the word “Certificate” or “Cer-
tification”, while the NEF and NDA failed to include such words in their titles.
The former forms included the key statement “I certify…” while the NEF and
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NDA included no such statement. The former forms, upon execution were di-
rectly, physically, attached to the record being authenticated (in some jurisdictions
to this date—through ribbons and sealed wax or embossed foil), but the NEF and
NDA were entirely detached from the authenticated records, and were instead hy-
perlinked—a practice which was explicitly prohibited by the US District Court,
Central District of California, General Order 08-02. In at least in one case, Shel-
ley v Quality Loan Services (09-56133) at the US Court of Appeals, 9th Circuit, a
false hyperlink was allegedly employed to generate an invalid, void NDA.xlii The
Court refused to correct the defect even upon request by the Appellant. The former
forms, when executed, included “wet” graphical signatures in traditional signature
boxes, where the name of the individual executing the authentication was typed
below the signature line, and his/her authority to certify the authentication record
was spelled out. In addition—a stamp or an imprint of a personal seal or a court
stamp were affixed. The NEF and NDA fail to name the individual who purport-
edly executed any authentication, the authority of the clerk of the court is never
invoked, and no stamp or seal or any personal signature of any kind appear in the
NEF and NDA that could possibly be deemed as indicating an intention to take
responsibility. A checksum string, in and of itself, carries no such significance at
all. In short—the NEF and NDA, as implemented in CM/ECF, failed to make any
claim of certification of authentication of a specific court record, and failed to con-
vey any intention to take responsibility by an individual invoking the authority of
the Clerk of the Court.

The Validity, or Lack Thereof, of PACER and CM/ECF as aWhole

Based on the deficiencies described above, a reasonable person is likely to con-
clude that the NEFs and NADs are inherently vague and ambiguous, if not void,
and thus undermine the validity of the CM/ECF court records as a whole. Further-
more, a valid case management system should never have permitted the issuance of
court records and inclusion of such records in court dockets while no valid NEFs
or NDAs bearing an electronic “Document Stamp” were issued—if the courts con-
sidered such a checksum string as being of any significance. Likewise, a valid and
secure case management system should never have permitted persons who were
not authorized as deputy clerks to access court dockets and execute transactions
that should have been permitted only to authorized persons. Combined with other
deficiencies it is practically certain that PACER and CM/ECF as a whole would
never have been deemed valid case management systems had the systems been
subjected to publicly and legally accountable validation—certified, functional logic
verification.

The lawxliii requires US judges to “initiate appropriate action when the judge
becomes aware of reliable evidence indicating the likelihood of unprofessional con-
duct by a judge or lawyer.” However, the evidence in the current report documents
the refusal of judges to correct false and misleading court records. Moreover, it is
unreasonable to assume that none of the judges in the US, who are trained in the
law and immersed in administration of the courts, noticed the glaring defects in
PACER and CM/NEF.xliv, xlv Therefore it is reasonable to conclude that the com-
promised integrity documented in the current report was intentional. An abun-

78 / Int. J. on Social MediaMMM:Monitoring, Measurement, andMining



dance of cases involving financial institutions among the cases that were compro-
mised would likewise give conditions at the US courts as one of the fundamen-
tal causes of the current financial crisis and dysfunctional state of US banking
regulation.xlvi

With it, the systems as they are present unique possibilities.Had theUS courts
permitted public access to the NEFs and NDAs, as required by law, it would be
possible to construct a machine generated “Index of Judicial Corruption”—for any
US judge who sat on the bench in the past decade, based on the issuance of invalid
authentication records, with no understanding at all of the legal matters involved.

Certified Logic Verification and DataMining are Keys to the Solution

The compromised integrity of the US courts is linked in the current study to the
transition of the courts to digital administration. However, such an outcome was
not inherent in the transition. On the contrary, digital technologies could provide
case management systems that would enhance the integrity and transparency of
the courts.

The following are proposed as guidelines for corrective measures:

a) Online public access and case management systems of the courts, which are
critical for the safeguarding of human rights and the democratic nature of so-
ciety, must be subjected to publicly and legally accountable validation (cer-
tified, functional logic verification)xlvii in all stages of implementation and
maintenance. Verification in general, and in relational database management
systems in particular,xlviii is in principle an NP-complete problem. However,
the systems in question are not of such a complexity level as would prohibit
functional verification. Moreover, functional logic verification of such sys-
tems must be of the highest priority. Therefore any unnecessary complexity
must be avoided. User defined integrity constraints must be precisely spec-
ified and implemented, and all stages of software implementation must be
subjected to structured programming approaches,xlix to make them readily
amenable to verification.

• Professionals who are versed in computer science and also in the basics of
the law—in particular—the law as it pertains to court administration – must
undertake verification of such systems. Legally and publicly accountable cer-
tification of logic verification implies a process, similar to that which is prac-
ticed today relative to building plans, which are subject to public scrutiny
in various public planning and zoning boards, and later—through scrutiny
of the completed civil engineering projects by authorized inspectors. Within
the context of such public process, it is assumed that new principles of public
logic documentation and representationwould evolve over time as ‘standards
of care’.

b) Online public access and case management systems of the courts must be re-
quired to allow a high level of transparency of judicial records and the systems
as a whole. Transparency of the systems at present is limited, and varies con-
siderably among the various courts, with no foundation in the law. Inherent
in transparency is also the requirement that all Local Rules of Court, which
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are implemented in such systems, be explicitly published in natural language,
and posted for public comment and challenge, as required by the US Rule-
making Enabling Act. The only examples presented in the current report
involved the failure to publish rules, which were embedded in PACER and
CM/ECF, and pertained to verification and authentication of records. How-
ever, numerous other rules were found embedded in the systems, which were
never published. Further transparency should be required, to allow zero-
knowledge monitoring of integrity of the systems through data mining by
computing/informatics professionals and the public at large.

c) The public at large must be educated that engagement in data mining of sys-
tems that are critical for the safeguarding of human rights and the democratic
nature of society is a fundamental civic duty. Case management systems of
the courts should be required to permit a high level of transparency, both
of the public records inherent in them, and also transparency to allow zero-
knowledge monitoring through data mining.l

Conclusions
The transition to digital administration entailed a sea change in procedures of the
US courts. The transition took place over a relatively short time, and was indepen-
dently executed by the US judiciary, with insufficient public and legal account-
ability. The transition resulted in a precipitous deterioration in the integrity of the
courts, which undermined the safeguarding of human rights and enforcement by
regulatory agencies in the United States. The conditions that were generated as a
result are unprecedented in democratic societies in the modern era. They are em-
ployed for deprivation of the rights of the people, and to benefit those in govern-
ment and large corporations. The proposed solution should involve publicly ac-
countable validation (certified, functional logic verification) of case management
systems of the courts, system transparency, and ongoing data mining—a civic duty
and a prerequisite for the integrity of the courts in the digital era. Although the cur-
rent report documents conditions at the US courts, similar risks are faced by other
nations as well. The international computing/informatics community should as-
sume a leading role in the protection of rights and the democratic nature of society
in the digital era.
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Email correspondence with Mr Shelly regarding order, where NDA was hyper-
linked to a false record, and the US Court of Appeals, 9th Circuit refused to
correct a false NDA: http://inproperinla.com/00-00-00-us-app-ct-9th-shelley_
09-10-22-dubious-nda-10-03-26-shelley-email-notice-re-dubious-oct-22-2009
-order-and-nda.pdf
False NDA, where the NDA was linked to an unrelated order from a prisoner’s habeas cor-
pus petition, still listed as the respective record in the NDA: http://inproperinla.com/
00-00-00-us-app-ct-9th-shelley_09-10-22-dubious-nda-9th-circuit.pdf

xliii Code of Conduct of US Judges, Canon 1, Canon 3B(3)
xliv Repeat requests for the Clerk of US District Court, Los Angeles, to state that the docket in

Fine v Sheriff was valid and effectual in compliance withUS law were never answered: http://
inproperinla.com/10-01-17-req-responses-by-clerk-of-us-court-terry-nafisi
-re-integrity-of-dockets-in-zernik-v-connor-and-fine-v-sheriff-s.pdf
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xlv Shelley v Quality Loan Services (09-56133)—see xlii, above.
xlvi See xv, above.
xlvii F. Coenen, see ix, above.
xlviii Codd, see viii, above.
xlix Dahl,O J,Dijkstra, EW,Hoare, CAR: Structured programming, ACMClassic Books Series

(1972)
l Robling Denning, D.E.: Cryptography and data security, Addison-Wesley Publishing Com-
pany, Inc (1982)
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Abstract
Prisoners’ registration systems in theUnited States are government-control-

led networks holding public records that are critical for the safeguarding of
liberty. The current report investigated validity, verification, and security con-
cerns pertaining to the Los Angeles, California, online Inmate Information
Center. Hundreds of entries were sampled and about half were found invalid.
In particular cases access to the arrest and booking records—public records
by California law—was requested. Access was denied. Neither were invalid
records corrected upon request. Therefore it was concluded that invalid records
posted online were not the outcome of inadvertent errors. Similar deficiencies
were found in the prisoners’ registration system of Marin County, California.
Solutions are proposed, based on structured programming and certified, func-
tional logic verification, which must be mandated in such systems. Data min-
ing will remain a civic duty—in the US and worldwide—to safeguard human
rights in the digital era.
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functional logic verification; relational databases; Case Management Sys-

tems; human rights; prisons and prisoners; register of prisoners; Los Angeles;
California; United States; justice system; law; fraud; corruption; false impris-
onment
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In 2010 he founded Human Rights Alert (NGO), dedicated to discovering, archiving, and
disseminating evidence of human rights violations by the justice systems of the State of California
and the United States in Los Angeles, California, and beyond. Special emphasis is given to the
unique role of computerized case management systems in the precipitous deterioration of the
integrity of the justice system.

Introduction
Long standing traditions in courts and the justice systems originating from West-
ern Europe require careful public record keeping of prisoners held by the author-
ities, to prevent abuse—which could result in the deprivation of liberty and op-
pression of opposition to any prevailing regime.i The current study employed data
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mining to investigate the integrity of the records in the online prisoners’ registra-
tion systems of Los Angeles and Marine County, California. In both cases the
records provided online in the prisoners’ registration systems were not amenable
to authentication, and a large fraction of the records were found to be apparently
invalid.

Solutions are proposed, which are based on structured programming and pub-
licly and legally accountable validation (certified, functional logic verification).
With these—transparency of such systems must be required, and data mining will
remain critical for the safeguarding of human rights.

Conditions now prevailing in Los Angeles County, California, as documented
in the current report based on analysis of the prisoner registration system, are con-
sistent with previous official and unofficial reports based on lengthy legal investi-
gations which documented large-scale false imprisonment in Los Angeles County.
The current report documents that data mining provides low-cost, fast, and ef-
fective means for monitoring the justice system. The computing and informatics
community is called upon to take a leading role in monitoring human rights in the
digital era.

Habeas Corpus—ImprisonmentMust Conform with the Fundamentals of the
Law

The right to petition for a writ of habeas corpus was established in the English
Magna Carta (1215)—whereby any prisoner and/or others are permitted to chal-
lenge his/her imprisonment by requesting to be brought before a judge to review
the legal foundation for the confinement, and seeking a writ for his/her release in
its absence. The US Constitution Article I, § 9, clause 2, states:

The privilege of the writ of habeas corpus shall not be suspended, unless when in
cases of rebellion or invasion the public safety may require it.

The late US Supreme Court Justice Louis Brandeis (1856–1941) referred to
it as the greatest achievement of the English-speaking legal system – establishing
liberty by law. The late Justice William Brennan Jr (1906–1997), referred to it as the
“Cornerstone of the United States Constitution”. In Fay v Noia (1963), he wrote
for the majority of the US Supreme Court:

The basic principle of the Great Writ of habeas corpus is that, in a civilized so-
ciety... if the imprisonment cannot be shown to conform with the fundamental re-
quirements of law, the individual is entitled to his immediate release.

At minimum “conforming with the fundamental requirements of the law” en-
tails basing the confinement on valid and effectual judicial records—valid and ef-
fectual booking records establishing admission of any prisoner into custody of the
authorities, which refer in turn to a valid warrant for the arrest, referring to a valid
pending court case, or conviction/verdict when imprisonment is based on a settled
case.

TheUniversal Declaration of Human Rights—ratified International Law, like-
wise prohibits arbitrary arrests and imprisonment.ii

I, 2010, 1 / 85



Figure 1:
Historic, paper-based Register of Prisoners,
City of Santa Monica, California

Prisoners’ Arrest and Booking Records—California public records by law

Obviously, no meaningful habeas corpus right could be practiced, if no access was
permitted to judicial records that form the presumed foundation for the impris-
onment. Therefore, one must consider the right of habeas corpus and the right of
public access to judicial records and access to an honest register of prisoners—to in-
spect and to copy, as closely related fundamental human rights—both of medieval
origins. In the United States the right to access judicial records is considered a
First Amendment right. In the British legal system it is deemed a common law
right. State of California law defines the arrest and booking records of all pris-
oners as Public Records—California Public Records Act, California Government
Code § 6254(f)). The California Public Records Act states:

. . . public records are open to inspection at all times during the office hours of
the…agency and every person has a right to inspect any public record. . . [and to
receive] an exact copy.

In the past, conformitywith such a legal frameworkwas accomplished through
the maintenance by the authorities of constantly updated Registers of Prisoners
(Figure 1), and the maintenance of files holding the respective arrest and book-
ing records, and matching of such records with routine counts of prisoners on
location.iii

Registers of Prisoners in the Digital Era

With the transition to administration of the justice system based on digital records,
the Los Angeles County Sheriff’s Department established a setup which is rou-
tinely found in other parts of the justice system in California and the US: The legal
records are internally maintained through a case management system—a subtype of
database management systems. External public access is provided through a sep-
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Figure 2: The online public access system of Los Angeles County Sheriff’s Depart-
ment—Inmate Information Center (IIC)

arate online public access system which is a derivative projection of the database
but does not present any images of the original legal records. Therefore, the two
systems can be viewed as relational databases. Such systems can likewise be viewed
as government-owned and regulated social networks. The main objective in data
mining of such networks is the safeguarding of human rights.

Objective

The current report investigates the prisoners’ registration systemof the LosAngeles
County Sheriff’s Department through data-mining to assess the validity of records
presented in the system. The report further assesses the compliance of the system of
the Los Angeles County Sheriff’s Department with the California Public Records
Act, and with fundamental human rights.

Additionally, the results from the Los Angeles County Sheriff’s Department
were comparedwith similar results from the Sheriff’sDepartment ofMarinCounty,
California.

Finally—the report assesses the role of data mining and computing profession-
als in the monitoring of government-run networks and the protection of human
rights in the digital era.

The System

Online Public Prisoners Registration Systems

The Los Angeles County Sheriff’s Department established an online, public access
system to the prisoners register—the Inmate Information Center (IIC) (Figure 2).iv

Internal CaseManagement System for Booking Prisoners

The booking records themselves are produced and accessible through a networked,
high-security system of booking terminals placed at various law enforcement sta-
tions in Los Angeles County, California. The terminals are capable of capturing
booking data including demographic data, booking photographs, and finger prints,
and link them with warrant, conviction, and sentencing records, as well as listing
of prison terms and future scheduled court appearances—data which are derived
from court records.
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Methods

DataMining

Data were mined through routine, manual public access to IIC, as permitted by
law. Additional access was attempted through the VINE (Victim Information and
Notification Everyday)v system—a national United States system aimed at provid-
ing crime victims with access to prisoners’ data.

Assessment of Data Validity

Data captured were assessed for validity based on criteria including:

(a) Prisoners’ records, provided online through IIC, were examined for the pres-
ence of valid verification and/or authentication.

(b) Prisoners’ records, provided online through IIC, were examined for other
basic indicators of integrity, including, but not limited to:

i. Availability of a Booking Number for each and every named prisoner.
ii. Consistency of the name of inmate listed in the individual record with

the name used for the query, or correct listing of aliases.
iii. Existence of reference to a valid warrant from a valid court record.
iv. Availability of conviction/sentencing or court appearance data from a

valid court case.
v. Continuous graphical correlation between Booking Numbers and the

Date of Booking in sample populations derived from IIC.
vi. Existence of consecutive data for consecutive Booking Numbers.
vii. Existence of data entries for known prisoners when accessed from the

alternative VINE portals.

Attempts to Access California Public Records and Correct False Records

In particular instances where credible evidence was available that data provided
through IIC was invalid, false and misleading, attempts were made to access the
California public records, which were the arrest and booking records of the indi-
vidual prisoners, to corroborate or refute the online IIC data. Such attempts were
initially carried out through direct written requests to the Sheriff’s Department
following specific directions provided by the Legal Director of a California civil
rights organizationvi, pursuant to the California Public Records Act, California
Government Code § 6254(f). Upon denial of such attempts, additional attempts
were made to access the records through inquiries to the Sheriff by the highest Los
Angeles County elected officials.

In particular instances where credible evidence was available that records pro-
vided through IIC were false and misleading, written requests were filed with the
Sheriff’s Department to correct the false records.
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Comparison toMarin County, California, Prisoners’ Booking Log

The methods applied to the IIC were applied also to the Marin County Sheriff’s
Department Prisoners’ Booking Log, albeit, in the latter system, access was permit-
ted to the complete register of prisoners, and random sampling of the prisoners’
records was therefore possible.

Results
Data in the current report weremanuallymined, and therefore limited in scope—only
a few hundred prisoners’ records were examined, as detailed below, and only lim-
ited results and conclusions could be reached.

DataMining

Access to prisoners’ data through the IIC is limited. Access is provided through in-
put of the prisoner’s first and last name only, and no access is provided by booking
number, by date of arrest, by date of booking, or by arrest and booking location.
Therefore, random data sampling was not practicable.

To circumvent such limitations, prisoners’ records were sampled and collected
through queries by common first and last names such as “Jose Ramirez”,vii “Jose
Rodriguez”, viii and “John Smith”.ix The two former names retrieved over a hun-
dred prisoners’ entries each, most of them from arrests and bookings, which took
place in recent years (most convicted prisoners are held in other facilities which
are not administered the Sheriff’s Department). Data retrieved from the individ-
ual IIC records were complied in a table form (Table 1). In addition the actual
records or excerpts from the records of individual prisoners were attached in order
to demonstrate the nature of the records.

Data Validity

In all three surveys a large fraction of the entries were found to be missing any
Booking Number—rendering such entries apparently invalid. Furthermore, in a
large portion of the cases, reference was made to judicial records from various
“Municipal Courts”. However, Municipal Courts ceased to exist in Los Angeles
County, California around 2001x—almost a decade ago, whereas the respective IIC
records were very recent. Such data were deemed invalid as well.

Additionally, records where the court reference or case numbers were miss-
ing, or case numbers were provided such as #000000, or #9999999, were deemed
invalid records.

Records where the name of the prisoner listed in the IIC records was substan-
tially different, or entirely unrelated to the name used in the query, but neither
name was marked as an alias, were deemed invalid as well. Combined, the fraction
of invalid records approached 50% of all data samples.

Consecutive Booking Numbers

No access was permitted in the IIC to query prisoners’ data by booking number.
However, such access was indirectly provided through the VINE system,xi which
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claims to derive its data from the Los Angeles County Sheriff’s Department. No
records at all were found for a large fraction of the Booking Numbers in queries of
consecutive numbers. Likewise, no prisoners’ records were identified, even in cases
where the prisoners were known to be held by the Sheriff.

Correlation of Booking Numbers and Booking Dates

Attempts to correlate Booking Numbers with booking dates routinely yielded ev-
idence of the parallel use by the Los Angeles Sheriff’s Department of two num-
bering series: a) The “Low Series”—with Booking Numbers in the 1,200,000 to
1,400,000 range, encompassing 10–15%ofBookingNumbers in the various surveys,
and b) The “High Series”—with Booking Numbers ranging in the 2,000,000—en-
compassing the vast majority of Booking Numbers (Figure 3). Attempts to define
common factors in the Low Series numbers—such as date or location of the arrest
and booking, were unsuccessful. Given the networked nature of the system, such
results must be viewed as an alarming indicator of lack of system validity and in-
tegrity.

Figure 3:
Correlation of Booking date
and Booking Number, results
for Prisoner name “Jose
Rodriguez”xii

Racial Bias, or Lack Thereof

It was assumed that names such as Jose Rodriguez and Jose Ramirez retrieved
records that mostly reflected prisoners of Latino ancestry. John Smith was likewise
assumed as reflecting records of non-Latino prisoners, albeit that no means was
available to distinguish by name “white” and “black” prisoners except by race as
listed by the Sheriff’s Department. The data accumulated in the current report did
not allow the determining of whether any bias existed in the use of false invalid
data for any particular ethnic group.

Access to California Public Records

Attempts to access public records, which are the arrest and booking records of Los
Angeles County prisoners, pursuant to California law, by direct written requests to
the Sheriff’s Department, were denied without exception, in disregard of the law.
Even when attempts were made to access such records through inquiries by Los
Angeles’ highest elected officials,xiii only false and deliberately misleading records
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were produced. Such efforts were focused on cases where the online IIC records
were clearly false and misleading.

For example, media and witnesses clearly documented that the 70 year-old
former US prosecutor Richard Fine was apprehended on March 4, 2009, at the
Superior Court of California, County of Los Angeles, City of Los Angeles, Mosk
Courthouse, 111 North Hill Street.xiv He has been held in a hospital ward under
solitary confinement ever since. In contrast, the online IIC records falsely stated
that the arrest and booking took place on the same date—March 4, 2009—but at
a location and pursuant to the authority of the non-existent San Pedro Municipal
Court, Los Angeles County, City of San Pedro. Moreover, the Sheriff’s Deputy
at the only court today existing at that location—the San Pedro Annex, Superior
Court of California, County of Los Angeles—denied that Richard Fine or anybody
else was arrested or booked there in recent years, or that any booking facilities
existed at the location at all.

Correction of False IIC Records

The Los Angeles Sheriff’s Department was required by law to keep valid and effec-
tual records as the basis for any imprisonment.xv ,xvi The Los Angeles Sheriff’s De-
partment was repeatedly informed of the false and misleading records posted the
IIC system regarding the arrest and booking of Richard Fine and others, and re-
quests were made to correct the data. Regardless, the Sheriff’s Department repeat-
edly produced the false records—unverified and unauthenticated printouts from
the IIC, instead of producing a valid arrest warrant and booking records forRichard
Fine and others, which were requested. Therefore, it is claimed that a reasonable
person would conclude that the posting of false data in IIC in such cases was not
the outcome of inadvertent errors. Instead it was a case of fraud by the justice sys-
tem, intended to affect the false imprisonment of Richard Fine and others.

Comparison to theMarin County Prisoners’ Booking Logxvii

The Marin County online Booking Log was subjected to data mining similar to
that performed in the Los Angeles system, albeit, the system permitted access to
all prisoners’ records, and therefore random sampling was feasible. The data were
found to be far from meeting basic standards of integrity. Over half the records
in a sample lacked any reference to court records at all. Moreover, reference was
made in such cases to “Confidential Court Cases”. No “confidential court cases”
are permitted by US or international law. None of the cases lacking reference to
court records were those of minors.

Furthermore, no correlation at all was found between Jail IDs and Original
Booking Dates of the prisoners (Figure 4).

Upon review of the court cases, in cases which included reference data, all were
found belonging to existing cases of the existing Marin County Superior Court.
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Table 1: Sample data extracted from the Marin County online Booking Log

# PageName Jail ID Original
Booking
Date

Court Case(s),
DOB, Charges

Court Case /
Date Filed

1. 6 BALFE,
PETER
MARSHALL

P00147677 5/9/2010 SC170058A Found
5/10/2010

2. 7 BARRUS,
MICHAEL
RAY

P00173530 6/9/2010 No Records
for BARRUS,
MICHAEL RAY
found at this time. (DOB
12/9/1976)

N/A

3. 10 BOISSIERE,
DANNY
LESHAWN

P00126902 9/16/2009 SC166467A Found
9/18/2009

Figure 4:
Jail ID’s correlation with
Original Booking Dates in
Marin County

Discussion

Data Referring to Non-ExistentMunicipal Courts

The routine use of non-existent court names as the authority for the arrests and
booking of Los Angeles County prisoners is of particular concern, since the Sher-
iff’s Department refused to correct such data, even when it was pointed out to the
Sheriff’s Department that the data were apparently false on their faces. It is hy-
pothesized that the booking terminals and case management system of the Los
Angeles Sheriff’s Department were established prior to the termination around
2001 of the Municipal Courts in Los Angeles County, California. Therefore, the
most plausible explanation for the false “Municipal Court” records is that menus
created prior to the termination of such courts were left intact and never updated,
and staff routinely select such invalid options, including, but not limited to cases
where no valid, honest, and effectual judicial records exist to support the arrest
and booking.

Moreover, booking terminals are identified by their location. Therefore, the
most plausible explanation for instances such as the false online records pertaining
to the formerUSprosecutorRichard Fine—stating that hewas arrested and booked
at the non-existent “San Pedro Municipal Court”, is that the Sheriff’s Department
maintains at undisclosed locations terminals which were previously stationed in
the municipal courts, even after the respective courts were terminated. Such in-
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valid, false and deliberately misleading booking terminals are being utilized to
this date—to affect false arrests and false imprisonment—when no legal foundation
exists for the confinement.

Assessment of the Scope of False Imprisonment in Los Angeles County, Based
on Current Surveys

Los Angeles County, California, is the most populous county in the United States,
with over 10 million residents. Accordingly, its county’s court and sheriff’s depart-
ment are the largest in the US. Although no direct data were available for the total
number of prisoners held by the Los Angeles Sheriff’s Department, it could be
safely estimated that tens of thousands of prisoners are falsely held in Los Angeles
County alone, resulting from arrests in recent years—with no valid and effectual
records, as shown in the current report.

Official and Unofficial Reports of Large-Scale False Imprisonment in Los
Angeles County, California, and elsewhere in the US

The results presented in the current report lead to the conclusion that the Sheriff’s
Department of Los Angeles County is engaged in long-term, large-scale false im-
prisonment of Los Angeles County residents. Such results are consistent with pre-
vious official reports regarding the justice system of Los Angeles County, Califor-
nia. As part of the investigation of the Rampart Corruption Scandal (1998–2000),
the framing and false imprisonment of many thousands of people, almost exclu-
sively blacks and Latinos, was established.xviii, xix Later, a three-year official report
(2003–2006) by the Blue Ribbon Review Panel, published in 2006, concluded,
“innocent people remain in prison”.xx Then Dean of Loyola Law School, Los An-
geles, David Burchamwrote, “…judges tried and sentenced a staggering number of
people for crimes they did not commit.”xxi The independent report of Prof Erwin
Chemerinsky, renowned constitutional scholar and Dean of the University of Cal-
ifornia Law School concluded, “this is conduct associated with the most repressive
dictators and police states… and judges must share responsibility when innocent
people are convicted.”xxii Hardly any of those whowere documented as falsely con-
victed and falsely imprisoned have been released to date. Judges were documented
as objecting to their release.

The results presented here are not unique for Los Angeles County, California,
either. The data from Marin County raise the same concerns, although no false
court names were employed, and a much smaller number of prisoners is involved.

In the ongoingKids forCash scandal, currently unraveling inLuzerneCounty,
Pennsylvania, it was exposed that judges collected kickbacks amounting to mil-
lions of dollars from privatized jails, in exchange for the false imprisonment of ju-
veniles by the thousand.xxiii It is not clear to what degree digital case management
and online public access systems facilitated the false imprisonments in Pennsylva-
nia.

It is likely that the justice system and prisons in other parts of the world where
transition has been made to digital records are susceptible to abuse as well, similar
to that which was documented here in Los Angeles and Marin County, California,
in the current report.
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DataMining as the Key to Public Monitoring of the Justice System

Regardless of the limitations in data mining by the Los Angeles County ICC, and
the Marin County Prisoners Booking Log, public access provides a powerful tool
for monitoring of the justice system. The simple manual surveys conducted in the
current report allowed the demonstration of inequities, which are related to large-
scale deprivation of liberty and abuse of human rights.

One should notice that even in a prominent case—like the apparent false im-
prisonment of Richard Fine—a former US prosecutor—mainstream media to this
date have failed to base their reporting on direct examination of the integrity, or
lack thereof, of the digital records, relying instead on oral pronouncements by var-
ious officials. Such circumstances make patent the need for computing specialists
to assume a more prominent role in monitoring the justice system.xxiv It is pro-
posed that computing professionals have unique skills that would allow them to
be in the forefront of human rights protection in the digital era.

Proposed CorrectiveMeasures

The following are proposed as guidelines for corrective measures:

(a) Online public access and case management systems that are critical for the
safeguarding of human rights must be subjected to publicly and legally ac-
countable validation (certified, functional logic verification) in all stages of
development, through implementation, to any updates and modifications.

(b) Such systems must be required by law to allow a high level of transparency
that would allow ongoing effective public monitoring through data mining,
as well as a widely distributed, zero-knowledge approach to system security.

(c) The public at large must be educated to assume the data mining of systems
that are critical for human rights and the stability of democratic government
as a civic duty.

Conclusions
With the transition to administration of the justice system through digital records,
the Los Angeles County Sheriff Department established a setup which is routinely
found in other parts of the justice system in California and elsewhere in the United
States: Legal records are internally held by the authorities in case management sys-
tems—a subtype of database management systems, where public access is denied.
Public access is routinely provided through a separate, online, public access system.
The validity and integrity, or lack thereof, of such a setup of relational databases, is
the essence of the deficiencies identified in the current report. The records, which
are provided in the online public access system, are neither verified, nor authen-
ticated in any manner at all. Yet the authorities rely on the public’s confidence
in such records. To compound the problem, this setup of relational databases is
employed by the authorities to deny public access to what are public records by
law—the honest, true, and valid arrest and booking records of the prisoners.

The results presented in the current report lead to the conclusion that the pre-
sentation of such false data in the Los Angeles County IIC was not the outcome of
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inadvertent errors, but part of conduct intended to affect false imprisonments and
deprivation of Liberty. Beyond the abuse of those who are falsely imprisoned, the
mere existence of such conditions in the justice system in Los Angeles and Marin
Counties, California, are alleged to be large-scale abuse of the human rights of over
10 million residents of these counties, by the justice system itself.

The findings of the current report are consistent with previous media and of-
ficial reports of large-scale false imprisonment in Los Angeles County, California,
mostly of black and Latino prisoners. The novelty in the current report is only in
demonstrating that data mining of such systems allows the public to document
the abuses without resorting to complicated and protracted public investigations.
Therefore, while digital systems provided simple tools for the justice system to cir-
cumvent the law, data mining of the same systems provides a simple and effective
tool to demonstrate the corruption of the justice system and large-scale human
rights abuses.

Ways andmeans are readily availablewhereby the systems fraudulently erected
by the justice system authorities with no public oversight at all, could be reme-
died—through publicly and legally accountable validation (certified, functional
logic verification). Regardless, transparency should be required, which would per-
mit routine data mining, which must be viewed as a civic duty. The public at large
must perform its duties and obligations and constantly monitor the justice sys-
tem—to safeguard the integrity of the prisons and protect human rights in the dig-
ital era. The computing and informatics community should lead the way.xxv
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Abstract
This paper is a brief description of work that is planned to be realised dur-

ing the PhD study of the author. It describes a proposal for a methodology
for extracting conceptual descriptions of text documents published within a
social network of authors. Additionally, the hyper-linked nature of particular
documents (e.g. a citation network of blogs) provides a very good framework
in which to take an advantage from the networked environment and it allows
one to use algorithms for information diffusion to track influential concepts
spreading down the network. The paper is divided into several sections. It
gives an overview of related work that serves as a foundation for the presented
method. At the end an outline of a particular method proposal is provided.
Its main purpose is to foster further discussions about the topic and serve as
a baseline for future work.
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Introduction
The process of generating conceptual descriptions of textual documents automat-
ically is an important challenge in the semantic web initiative (W3C Consortium,
2010). Without the possibility to make such automatic extractions, the vision of
the semantic web will still remain a vision and will never be deployed in practice.
There is another important use of such techniques: Keyword extraction for search
engine optimisation (SEO). Many SEO companies and practitioners use it as a
daily tool to extract keywords. In general, this process is mostly realised for docu-
ments, for which their hyper-linked structure is not considered. On the web there
is an invaluable source of large-scale document data generated by the social net-
work of authors and data itself has a very clean network structure. We believe that
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this advantage of networked structure can provide an opportunity to use principles
of diffusion of information (Rogers, 2003) to track important concepts spreading
through the network. Additionally this framework can give us the possibility to
come-up with a measure that will produce a ranking of the concept importance for
a given document.

Related work
In this section work related to our paper is provided. It is divided into two subsec-
tions, and each of them represents a topic that will be necessary to revisit in future
research.

Spreading of information cascades

Models for catching the spreading of information through information channels
are very often based on epidemic models (Satorras and Vespignani, 2001) describ-
ing the spread of viral diseases through social networks of people. An analogy
to such epidemic models is the spread of so-called information cascades. Information
cascades are phenomena in which an action or idea becomes widely adopted due
to the influence of others, typically neighbors in some network (Leskovec et al.,
2007). Every information cascade (or sometimes in literature it is denoted as a con-
versation tree) has one starting node called cascade initiator. In the case of emails or
discussion forum posts the cascade initiator is the contribution starting an email or
discussion thread. In the case of blogs, the cascade initiator is a blog article that
comes-up with a certain unique idea for the first time. If the article is interesting
enough, it will start an information cascade that will be successively built up by the
progressive adding of new articles to the cascade – articles that make cite former
blog contributions.

The idea of cascades spreading through networks has been studied from the
point of view of various branches of science. Rogers (2003) has studied them as a
sociological phenomenon called diffusion of innovation. More suitable for the purpose
of this paper is the work ofKumar et al. (2004), where it was used to explain actual
trends in the blogosphere.

To model the process of adoption of some idea that spreads through an in-
formation cascade, two groups of models are usually used: Threshold models (Gra-
novetter, 1978), where adoption of an idea by some node (actor) is conditioned
by the overall sum of weights of incident edges above a certain threshold t. The
second class of cascade models are independent cascade models (Goldenberg et al.,
2001), in which the chance that node i will adopt the behaviour of node j is given
by probability pij .

Identification of spreading concepts

A critical problem when analysing information cascades is the identification of
words, concepts, phrases (or sometimes the concept of a meme is used) that are be-
ing spread. It is a non-trivial assignment with a great complexity. In the literature
there are a number of approaches to solving this problem. In this chapter we will

I, 2010, 1 / 99



show one approach that is directly related to networks and two others, that have
their foundations in the field of information retrieval and the social web.

The first methodology we want to mention here is the MemeTracker of authors
Leskovec et al. (2009) for extracting short textual phrases. It is an algorithm cre-
ating clusters by aggregating similar textual phrases and it declares this cluster as a
standalone cascade. Particular phrases are perceived as an analogy of the ‘genetic
code’ of various memes. This means that the similarity of several memes remains
with increasing time still recognisable, but as in genetic structures, so also memes
are subject to considerable mutations.

The work of Matsuo and Ishizuka (2003) is also related to the topic of iden-
tification of spreading concepts even if it is not related directly through network
terminology as a common denominator. Their work has a basis in the theory of
information retrieval. They based their algorithm for keyword extraction on the idea
of frequent co-occurrence of some term with a certain subset of other terms. If one
can find such a term in a text, then it is probably a key term of a given text.

Another important (and nowadays very popular) approach for obtaining con-
ceptual descriptions of documents are folksonomies – online services for shared cat-
egorisation of web resources (Al-Khalifa and Davis, 2006). Their biggest advan-
tage is the relevance of concepts that were contributed by respective users as an-
notations of their bookmarks. Moreover they provide public API that enables its
users to access and download keyword descriptions for every URL that has been
marked as public.

Concepts extraction method proposal

The purpose of this method is to provide a list of concepts (keywords) for any given
document from the data set. That gives us a very clean list of inputs and outputs of
the future algorithm. At the input there is a database of text documents along with
an adjacency matrix that will cover citation bindings between particular texts. At
the output one should have an opportunity to make a query for any document and
obtain a list of the most representative keywords that characterise the document as
accurately as it is possible.

We plan to divide ourmethod into two parts. The first one will be the cascades
reconstruction part, in which we will try to reconstruct as many cascades from the
data as possible. This phase will be based on research on threshold and indepen-
dent cascade models, trying to fit the data and extract conversation trees. For the
second part we will use the MemeTracker methodology (Leskovec et al., 2009)
combined with public APIs of online bookmarking services to identify concepts
that spread through conversation trees.

Having a list of concepts available for every text document together with the
nesting depth saying how deep the concept has spread within the conversation
tree, it will be feasible to design a measure that will rank the representativeness of
the concept to a particular document.
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Conclusion
In this paper we give an overview of the future work that will be realised within
the next year of the author’s PhD study. Unfortunately it does not give any recent
results, but its aim is to provide the foundation to raise discussions about the topic
of generating representative concepts of texts and hopefully it will foster new ideas.
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Abstract
In this paper we propose that online collaborative production sites can be

fruitfully analysed in terms of the general theoretical framework of Persuasive
Design. OpenStreetMap and The Pirate Bay are used as examples of collab-
orative production sites. Results of a quantitative analysis of persuasion in
these sites are presented and discussed. This framework may be of value to
other researchers interested in design of persuasive systems.
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Introduction
One of the most striking features about the growth of the Web over the past few
years has been the remarkable success of web based services that derive their value
from ‘crowd sourced’ production, that is sites where the majority of content is cre-
ated by users themselves rather than the companies, individuals or institutions be-
hind the site. But how do these sites convince, or persuade, their users to take part
and to remain active, and thus continue contributing content? The focus of this
paper is on using a persuasive framework to analyse quantitative data on user be-
haviour in collaborative sites.

The rise of collaboration

The growth of volunteer based web-based projects producing goods in a collab-
orative manner has attracted considerable interest within academia. Quantitative
analyses of participation have been applied to several different projects including
Wikipedia, Flickr and Usenet newsgroups (Nielsen, 2009;Ortega, 2009; Shirky,
2008). These analyses have tended to focus on system-level analyses such as the
rate of participation inequality in collaborative projects. In this analysis, we try to
tie quantitative data to the level of the individual participant.

Persuasive Design

Recent years have also seen the birth of the field of Persuasive Design, which is
concerned with the ways in which computers and related devices can alter user
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behaviour through psychological processes. B. J. Fogg (2002), the founder of the
discipline, defines persuasion as an attempt to change attitudes or behaviours or both. The
ubiquity of computing devices makes computer-based persuasion a crucial topic
of study for research on digital society. In the present paper, it is argued that the
perspective of Persuasive Design can be fruitfully applied to the study of online
collaborative projects.

Persuading Collaboration

Collaborative production sites are defined by the fact that the bulk of content is
provided by users themselves in collaboration with other users. The role of site
developers is therefore to create a platform that allows this creation to take place,
as well as the communication and coordination that is involved in collaboration.
This task clearly involves persuasive design, as the site designmust encourage users
to take part and to remain active. Indeed, the persuasive content of such sites may
tend to be many times more complex than other examples of persuasive design, as
they involve a significantly more complex array of actions including coordination
with other users.

Methodology
This study applies a persuasive lens to a quantitative analysis of participation in on-
line collaboration projects. The quantitative analysis is based on complete user his-
tories downloaded from two such projects; Open Street Map (OSM) and The Pi-
rate Bay (TPB). Open Street Map is a collaboratively produced map of the world.
Participants contribute by adding points to the map which they may have derived
from exploring an area with a GPS transmitter or simply from local knowledge.
The Pirate Bay is a site which indexes torrent files which are used to download
files collaboratively, from multiple computers at a time. Participants contribute by
uploading torrent files and allowing other users to download files from their com-
puter.

Data retrieval

The data for this study was retrieved by downloading histories of user activities
stored publicly on the websites in question. URLs for user profiles were obtained
by entering the unique subdirectories for user profiles into Yahoo! SiteExplorer
(available at http://siteexplorer.search.yahoo.com/) and downloading the
first 1,000 results, themaximumallowed by SiteExplorer. Duplicates were removed
and a script was used to download the full histories associated with each user, con-
verting pages from a html format into a tabbed text file.

Analysing persuasion

In order to analyse persuasion in our cases we need to specify some persuasive
goals for such sites. For this study we have specified two goals: (1) encouraging
users to participate multiple times and (2) encouraging users to remain active over
time.
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In order to analyse (1) we constructed frequency distributions in which users
were sorted according to the number of times they had participated in; their re-
spective project. A hierarchy was created showing the proportion of users from the
sample who had contributed once, twice, three times etc. This hierarchy thus shows
the proportion of users who only contribute at these small scales.

In order to analyse (2) we constructed frequency distributions based on to-
tal user lifetime, i.e. the number of days between their first and last participation
event. These hierarchies thus show the projects’ success at retaining users for longer
periods of time.

It must be stressed that in comparing participation patterns between systems
we are not necessarily comparing like with like; creating a torrent file may involve
considerably more work than adding a point to a map although if data is gathered
through GPS tracing, this may also involve a considerable amount of effort. For
this reason it is important to use a variety of different measures in order to analyse
persuasive success or failure.

Analysis and Discussion
The TPB dataset consisted of 268,141 torrents produced by 1,495 users (TPB store
usernames at two different locations, which made it possible to download 2,000
urls, of which 1,495 were unique). The set had an average contribution of 179.36
torrents per user with a median of 10. The OSM dataset consisted of 1,884,104
edits contributed by 762 users. This gives an average of 2472.58 edits per user, with
a median of 299.

Table 1 compares the proportion of users from each sample contributing at
different scales. What is clear from this is the large difference in participation pat-
terns between OSM users and TPB users. An extremely large proportion of TPB
users only ever contribute one torrent to the project, while only a small proportion
of OSM users do the same. This indicates a persuasive failure on the behalf of
the Pirate Bay when it comes to encouraging repeat contributions. Of course, we
must remember that contributing a torrent will frequently involve more work than
adding a point to a map. For this reason it is worth looking at lifespans of users as
another measure of persuasive success.

Table 1: Proportion of users contributing between 1 and 5 times

Number of contributions OpenStreetMap The Pirate Bay
1 1.31% (10) 17.24% (258)
2 1.31% (10) 8.35% (125)
3 0.13% (1) 6.41% (96)
4 0.52% (4) 5.08% (76)
5 0.26% (2) 3.00% (45)

≤5 3.54% (27) 40.10% (600)

The average lifetime of TPB users is 308.35 days and the median is 169 days
compared to 514.88 days and 516 days for OSM users.

Table 2 shows the proportion of users from each project whose lifetimes last 1–5
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Table 2: Proportion of users with lifespan of 1–5 days

Lifetime (days) OpenStreetMap The Pirate Bay
1 9.05% (68) 21.67% (324)
2 1.86% (14) 2.47% (37)
3 0.26% (2) 0.86% (13)
4 0.26% (2) 0.66% (10)
5 0.26% (2) 0.93% (14)

≤5 11.71% 26.62% (398)

days. As is apparent, OSM editors tend to remain involved with the project longer
than TPB users. This indicates that the OSM project is better at persuading users
to remain active than TPB is.

Conclusions and future work
This paper examines some ways in which quantitative data can be tied to a per-
suasive analysis of collaborative projects. It suggested two measures of persuasive
success, user contributions and user lifetime.Many other analyses are possible and
ideally these should be tied to a heuristic analysis of site features.
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Statement of the problem

National doctrine of development of education points to priority of inculcation of
contemporary informational-communicative technologies that provide further per-
fection of educational and upbringing process and preparation of young genera-
tion to life activity in the informational society. Development of individuality must
be done in the realities and in the perspectives of informational dynamics, habits of
self-made scientific cognition, self-education and self-realisation (Decree. . . , 2002).

Higher education must provide rise of individuality of a student by such kind
of methods and forms of learning that would develop his/her active attitude to-
wards future professional activity, to generate his/her desire to self-perfection and
self-development.

Contemporary informational society demands from future experts mastering
of great quantity of information. But the main problem is in the insufficient regu-
lation and systematisation of information concerning arisen needs.

It is possible to solve this problem by way of using services WEB 2.0, that will
provide access to regulated and systematised information, and will give opportu-
nity for optimum organisation of learning and self-dependent work.

Analysis of the last researches and publications: Questions connected with
self-dependent work in the sphere of informational process and with creation of
Web-oriented environment were investigated by such scientists as V.V.Olyinik,
L. L. Lyahots’ka, V.M.Kuharenko, O.V.Rybalko, N.G. Syrotenko. Questions de-
voted to separately self-dependentworkswere examined byP. I. Pidkasistyi, T.K.Kuchera,
T.M.Kartel and others.
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Formulation of the aim
The aim is to examine notions of services WEB 2.0 and possibilities of their us-
ing in pedagogic activity and to describe methodics of using blogs for support of
educational process in higher education.

Statement of the main material
Forming of virtual educational spaciousness was provoked by the desire to con-
nect present pedagogical experience with new informational technologies. Using
of services WEB 2.0 for higher educational plays a key role in the process of such
kind of a connection. Key factors of perfection of technologiesWEB 2.0 is an open
character of informational filling, speed of access and their placing, independence
from individual schedule of involvement of participants into the process of com-
munications during the time of joint work.

Services WEB 2.0 open new possibilities for activity both for lecturers and
students: from the search of the information on the internet to creation and editing
of their owndigital objects-texts, schedules, programs, audio and video records and
others.

Peculiarity of WEB 2.0 is the principle of involvement of users for filling and
non-expendable measuring of content.

The appearance of the title WEB 2.0 we can connect with the article of Tim
O’Reilly ‘What is Web 2.0’ (2005); firstly it was published in Russian language
in the journal ‘Computerra’ (2005) and than it was placed on internet under the
title ‘What is Web 2.0’ by web-site of ‘Computerra online’. In this article O’Reilly
(2005) connected the appearance of big quantity of sites, united by some general
principles with general tendency of the development of internet-associations, and
he named this event WEB 2.0 to distinguish it from the out of date WEB 1.0.

For the main principles of WEB 2.0 we can relate to the inalienable right of
users to create content self-dependently, to manipulate it and to manage the ties
between their own and foreign materials; thus we can speak about a coordinated
activity of separate users that form and fill the net with their content. Such activity
is characterised by the raised level of communication, coordination and involve-
ment of users in the process of using and creation of resources, replenishment of
services, and determination of strategy of development of resource in general.

For the main pedagogical opportunities of using services WEB 2.0 for higher
education we can relate to:

• Using of open, free of charge and free electronic resources by students and
lecturers. During the process of broadening of social services we can see the
accumulation of materials that can be used with learning aim;

• Self-dependent creation of net learning content. Lecturers and students have
the possibility not only to get access to the informational resources but they
can also take part in forming their own net content, thus we can see informa-
tional filling of internet;

• Mastering of informational conceptions, knowledge and habits. New possi-
bilities open for activities where both lecturers and students can easily join
even if they do not possess special knowledge on informatics;
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• Observation over activity of the participants of community;
• Creation of learning situations where it is possible to observe and learn phe-

nomena inaccessible before.

One of the most expended services of WEB 2.0 are the blogs – web-sites the
main content of them are the notes that are regularly added.

Today the enormous quantity of instruments of communications based on the
informational technologies is worked out; many of them find **addition in the
context of learning.

Communication is the base of learning. Participation (or conversation) of stu-
dents is not allowed during traditional kinds of learning. Students must also have
real possibilities for publication of knowledge.

For lecturers, published works of students is a possibility to make conclusions
about learning activity of students. Such kind of publication for students is a ma-
terial for further reflection and analysis that permits them to come back to their
works and to re-comprehend them once more, enriching their own learning expe-
rience. Besides, such kind of publication permits to get feedback which helps stu-
dents in the process of construction of knowledge (Ferdig and Trammell, 2006).
Using blogs is very useful in this aspect because they give students the possibility
to comprehend researched material and to imagine its understanding.

Students can use blogs during learning any discipline. Here they can place
learning materials, tasks, questions for self-checking and other learning informa-
tion. It is interesting for students when the information in the blogs constantly
renovates. It can be both separate news on proper discipline and important decla-
rations.

Blogs can serve not only as means of organisation of the process of learning
and communication between lecturers and students, but their thoughts or their
additional materials can be shared with the group.

Before the process of beginning of using the blog in the pedagogical activity
it is necessary to understand how it works and what possibilities we will have using
this resource.

The aims of the creation of learning blogs can vary. It is useful to look through
the blogs that are correlated with definite practice of teaching in order to see how
they are used in the learning process.

Using blogs in the process of learning has a number of peculiarities, that is
why it is important for students to get acquainted with the conception of blogs
and the aims of their creation, with how these blogs work and to show the exam-
ples of successful and unsuccessful blogs etc. It is useful to work out strict rules
for learning from a blog that will determine frequency of placing of reports, their
volume, and the quantity of hyper sending, necessity to stick to the topic of dis-
cussion. These rules are created together with the students and it is necessary to
speak about definite prohibitions: if communication in the blogs is unofficial on-
line communication, students sometimes students use in their blogs too informal
language and besides they do not always stick to the rules of design of quotations
and sending to the sources (Ferdig and Trammell, 2006).

Students’ blogs must be available not only for the students of the same group
or course but also for wider public. With this aim it is also possible to involve ex-
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perts and all volunteers into the processes of reading and commenting the students’
blogs. Communication with the experts makes received knowledge not only more
significant but it is evidence of the fact that real people read students’ blogs. More
open character of blogs will force students to spend more time during the prepa-
ration of information and will force them to concern more critically to themselves
and to all information they write.

The Student must remember that once the text was published on the internet,
it could be read immediately, and that from this moment on communication was
irreversible even if later the information would be edited or removed.

Possibility of placing comments in the blogs favors to get feedback and poten-
tial support of new ideas and possibility of inculcation of hyper sending to the text
and to other resources that helps students to comprehend interaction and context
of knowledge, its construction and mastering.

When using blogs in the course of learning, it is necessary to include signifi-
cant demands to the process of learning (to the addition to the tests). It is possible
to get from the blog approximately one-third of all information about the process
of learning.

For taking an active part in the learning process every student must write be-
tween five to nine information, of no less than 250 words each, during one semester.
Every informational blog must have written skills he/she got in the classroom or
in the process of self-dependent work.

In reality, most students writemore information than necessary. They also read
information of other people, comment on them and lecturer must do it, too. The
process of learning becomes, at least, two-polar. First of all, students comprehend
everything they learned and the facts that they ‘silently’ understood, place it in the
form of a document on the blog. In short, they give examples and mistakes (or
positive experience) that was researched by them during the process of learning.
Secondly, by reading and commenting on other blogs, students begin to study side
by side without participation of the lecturer, they try to get knowledge that they
can share in the future.

Students that are in the blogosphere (net of blogs) are not limited in their
access to systematised information and exchange of experience. Using blogs in
pedagogical practice breaks easily all psychological barriers of communication and
teaches students to communicate effectively.

Conclusion

Thus, with the aim of rise of effectiveness of learning at higher educational estab-
lishments it is necessary to use services WEB 2.0 more concretely. More and more,
providing the most simple learning program is being replaced by the mechanism
of creation of content where the process of learning itself is bearing; instead of
the process of reading of learning materials that were prepared by the creators of
courses beforehand, students and lecturers could create them themselves. It raises
interest in learning and motivation, stabilises purposefulness and in the end im-
proves higher education as a whole.
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Abstract
The paper presents a concept of the interactive environment for starting

entrepreneurs from the perspective of three defined areas: education, commu-
nication and cooperation. It is based on the outcomes of an ongoing research
which surveys the opinions of prospective entrepreneurs on the electronic en-
vironment. The result is the processing and incorporation of the needs of those
interested in the business interactive environment and the identification of ar-
eas that will be developed within this environment. A social network will be
created as a part of the environment.

Key words
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tion; cooperation; starting entrepreneurs

Project on interactive environment for starting entrepreneurs
Interactive environment for starting entrepreneurs is a project that is currently un-
der development and preparation. The basic idea is to develop an interactive envi-
ronment for those interested in business, which will facilitate their training, inter-
action and participation in its content at ipodnikatel.cz portal, which will house
the environment. The interactive environment will provide starting entrepreneurs
with a network which will include:

• Education(participation in an on-line course for starting a business),
• Communication (with those who are preparing themselves for starting a busi-

ness),
• Cooperation (expressing opinions on the content of the www.ipodnikatel.cz

portal).

All three areas have to be interconnected and create a synergy effect. Those
interested participate in an on-line course which trains them for starting a busi-
ness. At the same time they can interact with the community of people with the
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same interest. They exchange their views and experiences which contributes to the
educational effect. Ipodnikatel.cz portal covers the entire environment. Those in-
terested in business must be a part of it and the content of the portal has to be
tailored to their needs. The goal is to convert those interested in business into suc-
cessful entrepreneurs [4].

Posing basic research questions

The interactive environment for starting entrepreneurs has to be based on real
needs and ideas of its potential users. Therefore, it is necessary to engage them
into the preparation stage of the project as soon as possible. (Sousedík, 2009) Cur-
rently, there is an ongoing research that is presented at http://www.hwsystem.ic.cz/,
which is, in cooperation with ipodnikatel.cz, collecting views of those interested
in business on the intended interactive environment for beginning entrepreneurs.
The aim is to select appropriate Web 2.0 services (Zbiejczuk, 2007) which the
prospective entrepreneurs would appreciate, and thus respond to the basic research
questions raised prior to the research process:

• Will the prospective entrepreneurs be attracted by all three areas (education,
communication and cooperation)?

• Will they at least take an interest in the on-line course?
• Will it be necessary to create their own social network for communication, or

will they give priority to communication through the already existing social
networks (e.g. Facebook)?

• What factor would motivate the prospective entrepreneurs to participate in
the creation of the environment and regularly visit the portal which hosts this
environment?

Ongoing research results

The questionnaire survey was commenced in December 2009 and is still ongoing.
After the first three months the main trends resulting from the research can be al-
ready presented. The complete questionnaire is available at www.hwsystem.ic.cz.

Identifying questions and questions focused on entrepreneurship

In the part of identifying questions and questions focused on business the most
numerous responses are presented only. This paper does not aspire to present a
detailed analysis of the survey that is currently still ongoing. A total of 52 question-
naires were completed; 35 were answered by women and 17 by men. The largest
groups of respondents were 26–30 and 36–40 years old. The highest education
achieved by most respondents (38) was secondary vocational school (with the
school leaving examination). Forty respondents are currently employed full time,
28 prospective entrepreneurs plan to start a business within one year. Most respon-
dents (34) have no experience of entrepreneurship from the past.
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Interactive environment

The third part of the questionnaire was focused on the intended interactive envi-
ronment for starting entrepreneurs. The objective was to find out if the respon-
dents were interested in the interactive environment services as a whole, or if they
preferred just one of the areas. The results so far show that the most attractive
area is education, namely the chance to participate in on-line courses for start-
ing entrepreneurs, which will provide them with the knowledge and skills useful
for starting a business. This was the choice of 23 respondents. 17 respondents an-
swered that they would appreciate all offered areas of services as a whole (educa-
tion, communication, cooperation). The area of communication was placed third
(10 respondents) and only two prospective entrepreneurs found the separated area
of cooperation the most attractive; in other words to have a chance to participate
in the content of the ipodnikatel.cz portal, which houses the environment.

The results show that the interactive environment has to be built mainly on
the area of education; at the same time it has to offer other services as well and
function as an integral whole of the proposed areas. Although the cooperation
area seems uninteresting, and probably would not work on its own, it remains –
in connection with education and communication areas – an integral part of the
whole. Preliminary results already answer one of the research questions. Within
the environment, the areas of education, communication and cooperation can be
developed together. Those interested in entrepreneurship have accepted all three
areas, which should work as a whole, while the main emphasis has to be put on the
education area.

Another part of the questionnaire deals with the development of the area of
education. This offers the opportunity to engage starting entrepreneurs in an on-
line course. The main success or failure of the whole environment will depend
on the quality and practical implementation of this area. A total of 30 respondents
said they would like to sign up for the on-line course; however, they would consider
the course fee. The question elaborates on the structure of the on-line course for
starting entrepreneurs. The areas, the respondents could take a stand on, were as
follows:

• Through a series of questions (entrance test) to determine the areas where I
need to improve.

• Participation in an e-learning course tailored to individual needs (develop-
ment of the areas which I need to improve).

• Participation in an e-learning course aimed at gaining a general overview.
• On-line consultation with a personal adviser on a business prospectus.
• Business plan development with the assistance of a personal adviser (on-line

communication).
• Creating a personal profile to be able to communicate with the others (e.g.

other course participants).
• Involvement in group discussions moderated by an experienced consultant.
• Participation in the final test and obtaining a certificate of course completion.
• Subscription to a journal which will be sent by e-mail.

The most attractive areas of interest are:
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1. On-line consultation with a personal adviser on the issue of the business
prospectus. (28)

2. Through a series of questions to determine the areas in which I need to im-
prove. (27)

3. Participation in an e-learning course tailored to individual needs. (27)
4. Participation in the final test and obtaining a certificate of course completion.

(21)
5. Business plan development with the assistance of a personal adviser. (20)

The answers to this question confirm that the structure of the education area
has been designed rightfully. Those interested in business understand this area as
a whole consisting of an entrance test, subsequent training through an e-learning
course, preparation of a business plan; they also require feedback in the form of a
final test.

The attractiveness of working on the business plan on-line with the chance to
consult it was confirmed by the question in which the respondents were allowed to
select one answer only. The options ‘On-line consultation on a business plan with
a personal adviser’ and ‘Development of a business plan with a personal adviser
(on-line communication)’ selected by most respondents (13 and 11).

Thus the evaluation of the research questions is obvious. The opportunity to
participate in an on-line course for starting entrepreneurs caught the respondent’s
interest, whereas the most attractive option was the on-line business plan develop-
ment with a personal adviser.

Communication

Concerning the first question, most respondents (43) chose the option ‘Commu-
nication within the interactive environment’. In this way they answered another
research question. When creating an interactive environment, it is necessary to de-
velop one’s own social network. The respondents did not show any interest in any
other social networks (e.g. Facebook). This is a fairly surprising result which has
shifted the area of communication to a new level. The chance to communicate does
not play a complementary role only, but it is a pivotal pillar of the interactive en-
vironment for starting entrepreneurs.

Those interested in business would create their personal profile (29 responses)
and most often they would like to communicate with other people interested in
business (9) and experts in a particular area of business (law, marketing, account-
ing, etc.) (6). The area of communication should also include additional services
that add value to it. Apart from the ability to communicate those interested in busi-
ness would also appreciate the following services:

• Creating a presentation about their business activities and its confrontation
within the social network (26).

• Participation in on-line discussions with experts (business, accounting, etc.)
(26)3.

• Engagement in real time discussions (chat) (25).
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Several respondents, whowere not interested in creating their personal profile,
expressed their interest in communication through chat. It opens up another issue
which will be necessary to be dealt with when creating the interactive environment.

Cooperation

Another part of the survey identifies the interest in the opportunity to be involved
in the creation of the www.ipodnikatel.cz portal which hosts the entire interac-
tive environment. A total of 21 respondents expressed their interest in cooperation.
Among the most common forms of cooperation were scoring or grading individ-
ual papers presented at the portal (12) and selecting the best contributions of the
month / week / day (9). However, the greatest number of responses in this sec-
tion was the answer ‘I do not know’ (24) by which the interest in co-operation was
neither confirmed nor invalidated.

Within the area of cooperation there was also a question on the form of
motivation which would attract the prospective entrepreneurs to visit the www
.ipodnikatel.cz site regularly. The results show that the major motivation would
be the chance to contact the experts and ask questions on the issues related to
starting a business. This option has been chosen by 33 respondents (out of 52). It
answers the last research question seeking to find the most motivating factor that
would attract the prospective entrepreneurs into the participation in the environ-
ment development.

Main results and identification of further research areas

The interactive environment for starting entrepreneurs is a combination of three
basic areas, namely education, communication and cooperation. This environment
is accessible on-line which significantly reduces the cost of preparing the start-
ing entrepreneurs. Otherwise it is very expensive and requires public support. The
aim of the interactive environment concept is to support people interested in be-
coming successful starting entrepreneurs while maintaining the profitability of this
project. The outcomes of the ongoing research have showed the following findings:

• The respondents expressed their interest in all three areas that should func-
tion as an integral whole. The main emphasis has to be put on the area of
education.

• The opportunity of participating in an on-line course for starting en-
trepreneurs caught the respondent’s interest; the most attractive option was
the on-line business plan development with a personal adviser.

• When creating the interactive environment it is necessary to build a social
network. The respondents were not interested in any other social network
(e.g. Facebook).

• The opportunity to contact and consult experts about issues related to the
start of business is the main motivating factor that would attract the partici-
pants to use the portal housing the interactive environment, and thus make
them interested in its development.
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Within future research it is necessary to elaborate on further individual areas
of the interactive environment:

• Methodology, content and form of implementation of the on-line course for
starting entrepreneurs.

• Designing and creating a social network for interactive environment using
technologies by Buřita and Janoušek (2007).

• Forms of cooperation within the portal housing the environment.
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