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Abstract
Opinion Analysis (OA) is a part of so-called Sentiment/Subjectivity Anal-

ysis, which aims to evaluate the author’s personal characteristics and his/her
attitude to objects and events. The existing well-known OA-systems use large
vocabularies of classified sentiments (thousands of words) to give a positive
or negative answer1. In the paper we consider another case when the senti-
ment vocabulary is very limited (one-two hundreds of words) and the answer
list includes an additional neutral category. We study OA-accuracy of Span-
ish documents related to economic crisis. Decision-making is implemented
on regression model trained on examples. We show the dependency of OA-
quality on a) granularity of sentiments and opinions b) rules used in regres-
sion model. We also compare the results with those obtained in Bo Pang and
Maite Taboada research groups. In case of binary classification of sentiments
and opinions the results prove to be similar.
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Introduction
Paper terminology

In this paper we use the following terminology:
Sentiments are words having a positive or negative sense in Opinion Anal-

ysis (OA). Sentiments are presented in the form of 4 vocabularies: nouns, verbs,
adjectives and adverbs

Sentiment classification is a list of sentiment categories. We use two classi-
fications: a rough two-level classification (positive and negative) and a detailed
classification of 4 levels (very positive, positive, very negative and negative). Indi-
vidual sentiment contribution in the first case is equal to 1 and in the second case
to 1 and 0.5 respectively.

Opinion classification is a list of opinion categories. We use two classifica-
tions: a rough two-level classification (positive and negative) and a detailed classi-
fication of 4 levels (very positive, positive, very negative and negative). When the
neutral category is used, the rough classification includes 3 categories (positive,
negative and neutral) and the detailed classification includes 5 categories (very pos-
itive, positive, neutral, negative and very negative). According to these categories
an expert evaluates each document using scales (-1,1) and (-1,0,1) for the rough
classification, and (-1,-0.5,0.5,1) and (-1,-0.5,0,0.5,1) for the detailed classification.

Models of OA are all combinations of sentiment classifications with opinion
classifications. It is easy to see that we have 4 such combinations: the rough cate-
gories of sentiments and the rough categories of opinions, the detailed categories
of sentiments and the rough categories of opinions, etc.

The regression model for OA is lineal equation, the value of which is trans-
formed into one of the categories from the opinion classifications. Arguments of
the regression are so-called linguistic variables. Such a model is trained on exam-
ples prepared by experts, and then it is used on new texts. By ‘lineal’ we mean: a)
linearity with respect to coefficients; b) linearity with respect to linguistic variables.

Linguistic variables can reflect the contribution of all positive sentiments,
all negative sentiments, or their total contribution (the sum). When we have sep-
arate linguistic variables for positive and negative sentiments we deal with two-
parameter regression.When the linguistic variable is a composition of positive and
negative sentiments (i.e. the sum) we deal with one-parameter regression.

Themodels for decision-making on regression are the set of regression values
and correspondent categories of opinions. One can change these rules and obtain
different results.

Related works and problem settings

The general approach to OA that we follow in this paper is Machine Learning.
Such an approach was proposed and developed by Pang et al. (2002) and Pang

I, 2010, 1 / 21



and Lee (2004, 2008). Pang and Lee (2002) considered the domain of movie re-
views. Their data included positive, negative and neutral reviews, but the authors
concentrated only on positive and negative ones (700 and 700). They experimented
with three standard methods: Naive Bayes classifier, maximum entropy classifier,
and support vector machines with different sets of sentiments (2,600–32,300).

Maite Taboada’s semantic orientation calculator SO-Calc is a well-knownOA-
system (Taboada et al., 2006; Brooke et al., 2009). SO-Calc uses 4 open vocab-
ularies (nouns, adjectives, adverbs and verbs, about 5,000 sentiments in total). All
sentiments are ranged on a 10-point scale. SO-Calc uses a regression model for bi-
nary classification. The authors exprimented with a set of positive and negative
reviews (200+200) covering 8 topics: books, cars, movies, etc.

Our tools are similar to those of Maite Taboada’s group. We use 4 vocabu-
laries, a program for calculation of sentiment contributions to a given document,
and a regression model for decision-making. The difference consists in the size
and granularity of vocabularies, granularity of opinions, and in flexible rules for
decision-making on the regression equation.

The subject under consideration is documents related to the economic crisis:
interviews, surveys, analytical papers, etc. We consider the following problems:

1) Sensibility of results to sentiment classification
2) Sensibility of results to opinion classification
3) Sensibility of results to rules of decision-making on regression

The paper consists of 5 sections. Section 2 describes data under considera-
tion and sentiment vocabularies. Section 3 shows how the regression model is con-
structed and evaluated. Section 4 presents the results of all experiments. Section 5
contains the discussion of results and proposals for future work.

Parameterisation
Documents

The initial material consists of 50 papers in Spanish and Catalan. The papers vary
greatly in length: from one to several pages. All papers were evaluated by two ex-
perts using a 4-point scale. Table 1 contains the titles (in English) and points of
these documents. Table 2 shows the distribution of papers on categories. It is easy
to see that the neutral category is small enough in comparison with polar categories
in the rough opinion classification.

With the rough opinion classification all points 0.5 and -0.5 are transformed
into 1 and -1 respectively.

Table 1: List of documents with their points (part of full list)

No Title Points
1 BBVA thinks that Spanish economy has already passed the point of recession 0.5
2 Spanish economy could enter to a long phase of stagnation according IESE -1
3 The great problem of Spanish economy -0.5
4 French economy grows in 3rd semester 0
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In the paper we consider all possible models of OA. They are described in
Table 3.

Vocabularies

The linguistic resources for OA are presented in the form of 4 vocabularies: nouns,
verbs, adjectives and adverbs. All sentiments were ranged on a 4-point scale. Ta-
ble 4 contains vocabulary descriptions. Table 5 presents the vocabulary of adverbs
without English translation.

With the rough sentiment classification all points 0.5 and -0.5 are transformed
into 1 and -1 respectively.

Parameterised documents

Document parameterisation consists of two steps:

– Evaluation of the sentiment contribution to a given document;
– Formation of the value for a linguistic variable(s).

In order to complete the first step we developed a program on Python. The
input data of this program are the 4 vocabularies described above. The output data
are numbers of positive and negative sentiments and their summary contribution

Table 2: Distribution of papers on categories

No Category Number % with neutral categ. % without neutral categ.
1 Very positive 3 6 7
2 Positive 17 34 39
3 Neutral 7 14
4 Negative 15 30 35
5 Very negative 8 16 19

Table 3: Models of OA considered in the paper

No Sentiment classification Opinion classification
1 rough (2 categories) rough (2 or 3 categories)
2 detailed (4 categories) rough (2 or 3 categories)
3 rough (2 categories) detailed (4 or 5 categories)
4 detailed (4 categories) detailed (4 or 5 categories)

Table 4: Components of vocabularies

No. Vocabulary Size Very positive Positive Very negative Negative
1 Nouns 58 9 16 16 17
2 Verbs 50 8 15 13 14
3 Adjectives 47 9 9 15 14
4 Adverbs 33 8 9 7 9

Total 188 34 49 51 54
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to a given document. The program calculates the contribution simultaneously for
the rough and the detailed sentiment classifications. Obviously, in the case of the
rough classification the number of positive and negative sentiments coincides with
their contribution (in absolute value) because each sentiment has a weight equal
to 1. Table 6 shows a part of the full table prepared by the Python program. The
contributions are located in the last four columns.

In order to complete the second step let us have a look at the distribution of
positive and negative contributions within the framework of the detailed classifica-
tion. Figure 1 shows this distribution. One sees a large spread. Since the regression
value changes in a limited interval [-1,1] such a large spread of contributions can
lead to inconsistent regression.

To exclude this effect we normalise all contributions on the total number of
sentiments. Therefore we have:
PL = Positive contribution / Total number of sentiments
NL = Negative contribution / Total number of sentiments
where PL and NL stand for positive and negative linguistic variables respectively.

Both linguistic variables now are located within the interval [-1,1]. Figure 2
shows their joint distribution.

We calculated the coefficient of correlation between PL and NL. It proved to
be 0.91.With such a correlation we construct one linguistic variable instead of two:
L = PL + NL

The set of linguistic variables is the final result of document parameterisation.

The regression model
Rules for decision-making on regression

Our goal is to construct and to test regression equations for all 8 models of OA
reflected in Table 3. The regression equation is presented in the form:

R = a + bL

Here: R is the value of regression equation, L is the linguistic variable and a and b
are unknown coefficients. Models for decision-making on regression are presented
in Tables 7–10.

Table 5: Vocabulary of adverbs (in Spanish)

Positivo (0.5) Muy positivo (1) Negativo (-0.5) Muy negativo (-1)
delante positivamente debajo negativamente
suavemente estupendamente demasiado duramente
favorablemente brillantemente inevitablemente gravemente
tímidamente excelentemente difícilmente cruelmente
moderamente felizmente insuficientemente alarmante
suficientemente bien tardíamente desgraciadamente
oportunamente gracias (a) seriamente dramáticamente
adecuadamente acertadamente lentamente
convenientemente precipitadamente
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Table 6: The results of Python program (part of full table)

Points Text Number Number Detailed Detailed Rough Rough
of pos. of neg. classif., classif., classif., classif.,
sentim. sentim. Positive Negative Positive Negative

0.5 T1.txt 19 11 9.5 -6.5 19 -11
-1 T2.txt 15 39 7.5 -27.5 15 -39

-0.5 T3.txt 2 6 1 -4 2 -6
-1 T4.txt 8 11 5 -8 8 -11
0.5 T5.txt 11 8 6 -4.5 11 -8
-0.5 T6.txt 22 14 11.5 -8.5 22 -14
-0.5 T7.txt 28 42 16 -32 28 -42

Figure 1:
Distribution before normalisation

Figure 2:
Distribution after normalisation
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Table 7: Rules for decision-making with 2 categories of opinions (the neutral category is
absent)

Regression value Opinion
R < 0 Negative
R ≥ 0 Positive

Table 8: Rules for decision-making with 3 categories of opinions (the neutral category is
present)

Regression value Opinion
R < -0.5 Negative

0.5 ≤ R ≤ 0.5 Neutral
R ≥ 0 Positive

Table 9: Rules for decision-making with 4 categories of opinions (neutral category is absent)

Regression value Opinion
R < -0.75 Very negative

-0.75 ≤ R < 0 Negative
0 ≤ R ≤ 0.75 Positive

R > 0.75 Very positive

Table 10: Rules for decision-making with 5 categories of opinions (the neutral category is
present)

Regression value Opinion
R < -0.75 Very negative

-0.75 ≤ R < -0.25 Negative
-0.25 ≤ R ≤ 0.25 Neutral
0.25 < R ≤ 0.75 Positive

R > 0.75 Very positive
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These intervals in Tables 7–10 should be assigned according to prior informa-
tion about the distribution of opinion categories on axis R, but initially the interval
stated above seems to be the most natural.

Evaluation of model quality

To evaluate the model quality we should select an index or indexes reflecting this
quality. It can be the accuracy for all categories or for each category, the so-called
F-measure for all categories or for each category, etc. A good survey of indexes for
problems of classification is presented by Pinto (2008). In this paper we use the
total accuracy, which is measured by the simplest formula:

accuracy = Nc/Ne

Here:Nc is the number of coincidences between expert opinions andmodel replies,
Ne is the total number of experiments. Ne=50 when we use the neutral category
and Ne=43 when we do not use it. One should say that the accuracy cannot be con-
sidered as the final quality index. It is necessary to take into account a so-called
Baseline. It is the lowest value of accuracy which can be obtained on a given data
set. Usually the Baseline is equal to the probability of the most frequent category.
For this reason we introduce a so-called adjusted accuracy:

adjusted accuracy = accuracy - Baseline.

We can calculate the Baseline for all OA models using Table 3. The results are
presented in Table 11.

To evaluate the accuracy we use the standard procedure of cross-validation. In
this procedure all data are divided into a training and a control set. Then themodel
constructed on the training set is tested on the control one. Such an experiment
is repeated on several partitions and the average error is calculated. In this paper
we use leave-one-out cross validation when the training set contains Ne-1 data and
the control set contains one data. Cross-validation is performed with a well-known
package Weka (Weka, 2009).

Experiments
Evaluation of Opinion Analysis without the neutral category

In this series of experiments we studied the accuracy of decision-making on a set
of 43 documents. Table 12 contains the results of the calculation. These results are
presented in graphic form in Figure 3.

Table 11: Baselines for different OA models
Opinion classification Number of categories Baseline
Rough classification without neutral class 2 0.53
Rough classification with neutral class 3 0.46
Detailed classification without neutral class 4 0.40
Detailed classification with neutral class 5 0.34
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Figure 3:
Graphical illustration for Table 2

It is easy to see that in all cases the accuracy and adjusted accuracy of the rough
opinion classification exceeds these values for the detailed opinion classification.
In the case of the rough opinion classification the granularity of sentiments has no
essential effect.

Evaluation of Opinion Analysis with the neutral category

In this series of experiments we studied the accuracy of decision-making on a set
of all 50 documents. Table 13 contains the results of the calculation, also presented
in graphic form in Figure 4.

The results show that the neutral category essentially decreases both accuracy
and adjusted accuracy in comparison with the cases when the neutral category is
absent. One of the principal reasons for such a situation is the relative small num-
ber of papers belonging to this category.

Evaluation of different rules for decision making on regression

In our previous experiments we used the rules for decision-making on regression
presented inTables 7–10. In this series of experiments we studyOAwith other rules.

Table 12: Values of accuracy and adjusted accuracy (the neutral category is absent)

Models Sentiment classification Opinion classification accuracy Baseline adjusted
of OA accuracy

1 rough (2 categories) rough (2 categories) 0.79 0.53 0.26
2 detailed (4 categories) rough (2 categories) 0.77 0.53 0.24
3 rough (2 categories) detailed (4 categories) 0.56 0.40 0.16
4 detailed (4 categories) detailed (4 categories) 0.60 0.40 0.20

Table 13: Values of accuracy and adjusted accuracy (the neutral category is present)

Models Sentiment classification Opinion classification accuracy Baseline adjusted
of OA accuracy

1 rough (2 categories) rough (3 categories) 0.54 0.46 0.08
2 detailed (4 categories) rough (3 categories) 0.52 0.46 0.06
3 rough (2 categories) detailed (5 categories) 0.30 0.34 -0.04
4 detailed (4 categories) detailed (5 categories) 0.42 0.34 0.08
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Figure 4:
Graphical illustration for Table 13

In the experiments we use all 50 documents, i.e. we consider the neutral category.
Tables 14 and 15 describes the rules with preference to the neutral category.

Table 16 contains the results of the calculations and shows that there is no sense
in preferences to the neutral category. It means that the linguistic variable for the
neutral category is concentrated in a narrow interval near zero. Tables 17 and 18
describe the rules with preference to the polar categories adjacent to the neutral
category. Table 19 contains the results of calculations.

The results show that the rules with preference to the polar categories and the
detailed sentiment classification allow to obtain the best adjusted accuracy when

Table 14: Rules for decision-making with 3 categories of opinion (preference to the neutral
category)

Regression value Opinion
R < -0.75 Negative

-0.75 ≤ R ≤ 0.75 Neutral
R ≥ 0.75 Positive

Table 15: Rules for decision-making with 5 categories of opinion (preference to the neutral
category)

Regression value Opinion
R < -0.75 Very negative

-0.75 ≤ R < -0.5 Negative
-0.5 ≤ R ≤ 0.5 Neutral
0.5 < R ≤ 0.75 Positive

R > 0.75 Very positive

Table 16: Values of accuracy and adjusted accuracy (preference to the neutral category)

Models Sentiment classification Opinion classification accuracy Baseline adjusted
of OA accuracy

1 rough (2 categories) rough (3 categories) 0.32 0.46 -0.14
2 detailed (4 categories) rough (3 categories) 0.34 0.46 -0.08
3 rough (2 categories) detailed (5 categories) 0.28 0.34 -0.06
4 detailed (4 categories) detailed (5 categories) 0.3 0.34 -0.04
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Figure 5:
Graphical illustration for Ta-
ble 19

we deal with the neutral category. It concerns both the rough opinion classification
and the detailed opinion classification.

Conclusion
Discussion

We completed OA of publications related to a given specific domain using very
limited sentiment vocabularies. It was shown that in case of binary opinion clas-
sification regardless of the sentiment granularity the accuracy proved to be close

Table 17: Rules for decision-making with 3 categories of opinions (preference to the polar
categories)

Regression value Opinion
R < -0.25 Negative

-0.25 ≤ R ≤ 0.25 Neutral
R ≥ 0.25 Positive

Table 18: Rules for decision-making with 5 categories of opinions (preference to the polar
categories)

Regression value Opinion
R < -0.85 Very negative

-0.85 ≤ R < -0.15 Negative
-0.15 ≤ R ≤ 0.15 Neutral
0.15 < R ≤ 0.85 Positive

R > 0.85 Very positive

Table 19: Values of accuracy and adjusted accuracy (preference to the polar categories)

Models Sentiment classification Opinion classification accuracy Baseline adjusted
of OA accuracy

1 rough (2 categories) rough (3 categories) 0.58 0.46 0.12
2 detailed (4 categories) rough (3 categories) 0.62 0.46 0.16
3 rough (2 categories) detailed (5 categories) 0.40 0.34 0.06
4 detailed (4 categories) detailed (5 categories) 0.50 0.34 0.16
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to that obtained with large sentiment vocabularies and a very detailed sentiment
classification –∼0.8 (Pang and Lee, 2002; Brooke et al., 2009).

We studied the sensibility of OA to the sentiment classification and to the
opinion classification. We showed that the adjusted rules of decision-making on
regression equation allow to obtain satisfactory results when we deal with the neu-
tral category.

Future work

In the framework of existing model of decision-making we suppose:

• To test the sensibility of OA to size of sentiment vocabularies;
• To consider publications on the same topic (economic crisis) written in Rus-

sian and in English;
• To consider publications on other topics (culture, politics) in Spanish.

We suppose to study OA:

• with mixed categories, such as neutral-positive and neutral-negative;
• with so-called ‘undefined’ category when it is better to say ‘I do not know’

than to give a certain answer.

In the paper we used the simplest lineal regression model with respect to lin-
guistic variable. We intend to construct more complex models using the technique
of Inductive Modelling (Alexandrov et al, 2009).
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